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Abstract
Nowadays Convolutional Neural Networks are used everywhere from facial recognition to 
malware detection and flat evaluation and are considered to bring significant changes to 
computer vision. They introduce solutions of such problems as insufficient and low-quality 
dataset. However, they tend to possess same problems as other Machine Learning and Deep 
Learning techniques. The paper considers and analyses the most commons methods for image 
classification, involving usage of feed-forward convolutional architecture. The object of the 
study is self- collected dataset, consisting of 7 classes, that provide of low-, middle- and high-
level features. The subject of the study is to explore the capabilities of CNNs key architecture 
blocks and their combinations.
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1. Introduction

Classifying images is one of fundamental tasks in Machine Learning and Data Analysis. It plays a 
crucial role in our everyday life – from facial recognition[1] to flats filtering, evaluation and 
classification[2]. There are very many image recognition methods used by various researchers. Among 
them, can be mentioned linear discrimination methods, nearest neighbours approach, SVM and other 
approach. Using these methods different degrees of success were achieved for various tasks. The relative 
drawback of many of those methods is the necessity to use somehow derived features. Many feature 
extraction procedures have been proposed for use in a biometric system, including principal component 
analysis (PCA), independent component analysis (ICA), local binary patterns (LBP), the histogram 
method and others.

However, these methods require big amount of good quality data to achieve some competitive 
benchmark. And nowadays there are fields where it is very hard to collect such dataset. A good example  
is the task of recognizing the symbols, widely used by various youth subcultures. There are amateur 
periodicals containing  images  with  those  symbols  but  the  amount  of  available  images  is  restricted. 
Additionally, many of those images are of low quality since were done (captured or painted) by amateur 
authors using not the best techniques available. This means that it is hard to increase the available 
amount of data for training. But as good recognition as possible could be of big help for the people 
interested in these youth groups, in particular psychologists and anthropologists.

Convolutional Deep Neural Networks appear to be extremely powerful tool in image classification. In 
fact, they have revolutionized computer vision[3]. The choice of convolution and pooling in CNNs is 
motivated by the desire to endow the networks with invariance to irrelevant cues such as image 
translations, scalings, and other small deformations[4-5]. For the task of helping the people working in 
these areas, CNN seems to be one of the best approaches due to its high efficiency and robustness. At the 
same time, it is necessary to find the best way to solve the particular task of symbol recognition using 
low-quality data of limited amount.

The aim of this work is to conduct research on how different layers and their combinations influence 
the accuracy of the convolutional network in the context of elusive dataset and to address such 
issues as
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overfitting predisposition and usage of small dataset of insufficient quality. Here main layers of 
convolutional network, their hyperparameters and capabilities of extracting different and similar low-
level, middle-level and high-level features in image classification tasks will be overviewed.

2. Related works

This research was inspired by Chiheb Chebbi’s book “Mastering Machine Learning for Penetration 
Testing”, particularly in chapter 4, where CNN is used to detect malware applications[7]. One of the first 
successful approaches in using CNN for image classification is LeNet-5, introduced in 1989, where a 
simple CNN was used for handwritten digits recognition[8]. This was a simple model, but it became a 
powerful tool and with best test error rate of less than 0.3% approached the human level[9]. However, 
while being good at digits recognition, that time CNN-like approaches brought pure capabilities in real-
world scenarios[10]. Probably the first powerful example to overcome the issue is AlexNet, introduced by 
Alex Krizhevsky, Ilya Sutskever and Geoffrey E. Hinton in 2012 [11]. It achieved only 17% loss on top-5 
error rate2 and was a breakthrough in this field, despite in fact it looked similar to LeNet-5, having 9 
times bigger input height and width as well as additional Convolutional and Dense layers. The next 
approach taken was using similar architecture but pushing model depth to 16-19 model layers, and as a 
result, VGG model appeared with result of 7.3% top-5 error [12].

Convolutional Neural Networks still face few weaknesses, in particular issues with transfer learning, 
limitations of interpretability and computational complexity. These drawbacks are not covered in the 
paper. This paper will try to address the issues, related to overfitting predisposition and usage of small 
dataset of insufficient quality.

2.1 Related theory

A convolutional neural network is a deep learning model for processing data that has a grid structure, 
for example, images. Appearance of CNNs was inspired by the organization of the visual cortex of the 
brain of animals and designed for automatic and adaptive learning and extraction of the spatial hierarchy 
of features present in the image, from low features level (i.e. angles, straight lines, horizontal lines) to 
more complex ones, high level patterns.[13]

This network usually consists of three types of layers (groups of neurons): convolution, pooling 
(pooling, subsampling) and fully connected layers, as a reduced fully connected neural network. The first 
two types of layers, convolution, and pooling, perform the function of feature extraction, while fully 
connected layers translate the extracted features into a final result, such as the probabilities of image 
belonging to classes in the case of a classification task.

Convolutional Layer

Convolutional layer is the cornerstone of all convolutional networks. This layer applies sliding of 
different kernel filters to capture different patterns and consists of combination of linear and non-linear 
operations – convolution operations and activation functions.

Convolution is a special type of linear operation, used for feature extraction, where a small array of 
numbers, called a kernel, is applied to the input data (which is also an input data).

2 The “top-5 error” is the percentage of times that the target label does not appear among the 5 highest- probability 
predictions, and many methods cannot get below 25%



Figure 1: Schematic illustration of convolution computation [6]

Elemental  product  between 
each core element and the input 
element by the tensor is 
calculated  at  each  location  of 
the tensor  and  summed  for 
obtaining the output value in 
the corresponding position of 
the output  tensor,  which  is 
called  a feature map. The 
procedure is repeated  using 
several  cores  for formation of 
any number of feature  maps 
that  extract  various tensors of 
input characteristics.  There are 
three types of kernels based on 
the features, they can extract: 

low-level, middle level and high-level ones. Low-level (edge detection) kernels or are used to capture 
low-level features (edges, corners, simple textures). They help in extracting basic visual patterns and 
together form more advanced features.  To move from lower to higher level kernel,  few lower level 
kernels are combined. Mid-level (pattern detection) kernels focus on capturing more complex textures, 
patterns, and shapes. High-level (object detection or semantic feature) kernels detect whole structures 
and are learned during training in deep learning models. Also, based on the task specifics, sometimes 
custom kernels, designed for the particular task, are applied. Below there is an illustration of instances of 
different kernels.

Figure 2: Low-level, mid-level and high-level kernels example 
(source - https://stats.stackexchange.com/questions/362988/in-cnn-do-we- 
have-learn-kernel-values-at-every-convolution-layer)

Convolutional layer usually takes 
such  hyperparameters  as  number 
of kernels, kernel size, stride 
length and  padding.  Kernel 
amount means amount of different 
kernels  used  in convolution.  It 
directly  influences amount of 
features that can be extracted, 
allowing  the  network  to learn 
more complex features but also 
increasing time and computational 
complexity of training. Kernel size 
specifies  the dimensions, used in 
convolution process. Common 
dimensions are  2/2, 3/3, 5/5 and 
7/7. 

Bigger kernel is able to capture more global features, removing the noise or small-scale features. Stride 
length means step that kernels take while sliding. Bigger stride means decreased complexity of 
computations, but also leads to loosing some small features. Padding helps in better revealing features on 
edges of picture by creating an additional row around the image.

Pooling Layer

Figure 3: Short representation on how Max Pooling works
(source - https://paperswithcode.com/method/max-pooling)

Pooling layer has a task of 
downsampling dimensions of image 
while preserving the necessary 
features. The output is called a Pooled 
Feature Map. Main reasons to apply 
such layer is to decrease overfitting 
and computational cost.

The most popular form of 
aggregation  operation  is  Max 
Pooling, which extracts patches from 
the input feature maps and proceeds 
with the maximum value in each 
patch.



In practice, maximum aggregation is traditionally used from the core (filter) of size 2 × 2 with a 
step of 2. This helps reducing main dimensions in two times. Unlike height and width, depth feature 
size remains unchanged since pooling is done for each layer patch in depth separately.

Fully Connected Layer (Flatten and Dense Layers)

Figure 4: Short representation on how the last Dense layer 
performs the classification
(source - https://towardsdatascience.com/deep-dive-into-softmax-regression- 
62deea103cb8)

The output feature maps of the 
last  layer  of  convolution  or 
pooling are  usually  flatten,  i.e. 
turn into a one-dimensional array 
of numbers, and connected to one 
or  more  fully connected layers. 
Here each input is being 
associated with each output by the 
weights that are learned. After 
creating  patterns  of  features, 
extracted by convolution layers 
and reduced by layers of 
aggregation (pooling),  they  are 
connected  by  a subset of fully 
connected layers with class 
probabilities as final network 
outputs.

Commonly used activation functions

Activation functions are used to choose the best option from the given features. In neural network 
each neuron in same layer has same activation function. As model is trained by computing gradient 
descent and backpropagating it through error signals for each neuron, and CNN consists of millions of 
neurons,  to simplify the computational complexity,  for hidden layers usually ReLU (Rectified Linear 
Unit) function is used. Also, due to its capabilities to handle values, dropping below 0, sometimes Leaky 
ReLU is used[14]. One of examples of such situation are networks with a prevailing number of negative 
inputs.

Figure 5: graphs of ReLU and Leaky ReLU
(source - https://www.researchgate.net/figure/a-The-functional-curve-of-the-activation-function-s-and-b-the-functional- 
curve-of_fig7_347565853)

Output layer is responsible for classifying signals, passed from hidden layers into classes. Depending 
on the task, either softmax or logistic activation function may be used. Softmax is used for multi-class 
classification, while logistic is its version for binary classification. Tanh (Hyperbolic Tangent) maps the 
output to the range (-1, 1), and this brings benefits in some situations. [15-16] It is symmetrical in 
comparison to softmax/logistic function and is claimed as being more balanced in binary classification 
tasks. Also, tanh 0 as the fastest point (representing highest gain), and for logistic 0 is the lowest point 
and it becomes a trap for anything going below.

http://www.researchgate.net/figure/a-The-functional-curve-of-the-activation-function-s-and-b-the-functional-


Figure 6: graphs of Sigmoid (softmax) and Tanh activation functions
(source - https://www.researchgate.net/figure/a-The-functional-curve-of-the-activation-function-s-and-b-the-functional- 
curve-of_fig7_347565853)

3. Deep learning model

In this study, different architectures of CNNs will be tested to figure out their capabilities for 
classifying different level features on a low-quality dataset with an insufficient amount of data. The 
choice of a Convolutional Neural Network (CNN) architecture is particularly suitable for this study due 
to  its  inherent ability  to  extract  hierarchical  features  from images,  which  is  crucial  for  classifying 
symbols and patterns in low-quality datasets. CNNs are designed to capture spatial relationships in data, 
making them robust  to variations such as image translations, scaling, and deformations, which are 
common challenges in recognizing symbols captured by amateur authors using diverse techniques. Also, 
convolutional approach is chosen due to its ability of learn on comparingly small amounts of data.

The initial configuration of the model is inspired by the LeNet-5 architecture[7]. It is also influenced 
by AlexNet approach[11], due to its good performance in image classification tasks on large datasets. 
However, in this research the task provides dataset with small amount of classes and insufficient amount 
of data with not the best quality, therefore the original AlexNet may be not the best solution and higher-
scale approaches such as VGG[12] is not taken into account. However, there will be modified the number 
of layers and their configurations to explore different model complexities and performance outcomes. All 
models consist of combinations of Conv2D and MaxPooling2D layers, followed by Flatten and Dense 
layers. For the Conv2D layer,  a  3/3 kernel  is  used.  To cover all  possible  amounts  of  default  kernel 
variation, each time the amount of kernels will be doubled, starting from 32. For the MaxPooling2D 
layer, a 2/2 kernel will be used.

Firstly, different amount of pairs of Convolutional-MaxPooling layers will be tested. Since dataset is 
small, the best approach should be having two or three pairs of Conv2D+MaxPooling2D layers. Then, 
the best result is taken, analysis of its performance is done, and additional Convolutional Layer is added 
in different parts of network with further analysis. Eventually different amount of Dense layers is tried 
to better reveal how captured features were useful in this task.

4. Experimental setup
4.1 Dataset and data preprocessing

Due to the lack of existing datasets in this filed, for testing the capabilities of the neural network is 
used a self-collected balanced dataset, which consists of 700 open-source images, belonging to 7 classes: 
Horn gesture, Anarchy graffiti, Pentagram, Inverse Pentagram, Scull, Panks and Metalists. Below are 
examples of each dataset:

http://www.researchgate.net/figure/a-The-functional-curve-of-the-activation-function-s-and-b-the-functional-


Augmentation type 
Width shift
Height shift
Shear range Zoom 
range Flip
Fill mode

Value 0-10%
0-10%
0-20%
  0-20%
Horizontal Nearest

Figure 7: Example of the dataset that is used

Pentagram, Anarchy and Inverse Pentagram mainly require low-level features to be extracted. Horn 
gesture  and  Scull  contain  mostly  middle-level  features,  while  Panks  and  Metalists  have  high-level 
features prevailing. During data preprocessing, each photo is converted to shape (244, 244, 3) – to square 
244/244 pixels with 3 color (RGB) channels, similarly to how it is done in AlexNet[11]. After that in order 
to decrease model overfitting, there is applied augmentation3,  a very powerful technique in reducing 
overfitting[17]. In particular, the next techniques were applied:

Table 1
Applied augmentation techniques

4.2 Software and hardware stack that was used

For experiments in this work was used Kaggle Environment – a cloud-based Python environment 
with access to x2 Tesla T4 GPU and 16GB connected memory. For data preprocessing PIL and NumPy 
libraries were used. For model training, evaluation and results visualization were used such open-source 
libraries as Keras, scikitlearn, seaborne and mathplotlib.

4.3 Training parameters

All hidden layers use ReLU activation function, while the last Dense layer uses Softmax function. 
Kernel size for Conv2D layers is 3x3, for MaxPooling2D layers is 2x2. Kernel amount for Conv2D starts 
from 32 and gets doubled each layer in depth except from separately added layer, that keeps the amount 
the same on its turn. For choosing hyperparameters manual approach was used, and main emphasis was 
done on existing conclusions[5, 11, 12, 18]. While compiling model, rmsprop (Root Mean Square 
Propagation) optimizer,

3 Data augmentation is generating new data from existing ones by applying different transformations.[17]



categorical crossentropy loss and accuracy metrics were used. Below there are formulas of Root Mean 
Square Propagation optimizer and categorical crossentropy loss.

4.4 Performance metrics

While common evaluation technique among classification tasks is top-5 error rate, in this research 
classification is done only over 7 classes, therefore top-1 error rate (known also as test accuracy) will be  
used. Test Accuracy represents correlation of amount of correctly guessed test datapoints to all  test 
batch. Test dataset contained 10 images, while validation dataset – 20 images before augmentation. It 
will be observed over 200 epochs to track model’s learning progress and assess its performance stability. 
This duration  allows  for  sufficient  training  iterations  without  risking  overfitting  or  excessive 
computational resources. Early stopping isn’t used, because this research is focused on tracking and 
comparing model performance, especially in context of overfitting predisposition. Monitoring the curve 
helps to identify when the model converges and whether further training or adjustments are needed. 
Below there is a formula for calculating test accuracy.

Also, to better understand model mispredictions towards classes and specific feature types, confusion 
matrix will be used. It calculates True Positive Rate for each class and False Negative Rate for all other 
classes with respect to the current class[19]. It may be represented by formula:

5. Obtained Results

Figure 8: Test accuracy of di erentff  amount of pairs 
of Convolutional and Pooling Layers

Firstly, there was tested performance of 
different amount of pairs of Convolutional- 
MaxPooling layers. The highest benchmark of 
72.006% was achieved by model with 4 pairs 
of  Conv2D-MaxPool2D  layers,  while  CMx2 
and CMx3 were able to achieve almost same 
results.

Its notable, that even CNN with one pair 
of convolutional-pooling layers was able to 
capture some simple and middle level 
features
– Horn gesture (1) and Inverse Pentagram (2) 
significantly differ from others. At the same 
time it is hard for first model to distinguish 
between classes with similar low-level 
features, like Inverse Pentagram (2) and 
Pentagram (5), and high-level features aren’t 
captured at all (Panks-Metalists, 3-4).



   
Figure 9: Confusion matrices for CMx1-4

Second Model with two pairs of feature extraction layers provides much better results: it can 
distinguish high-level features and similar low-level features. However, it still has a small problem in 
mispredicting Pentagram (5) as Inverse Pentagram (2) or Anarchy (1). Third model tends to mispredict 
high-level features in Metalists (3) and Punks (4), while fourth model behaves similarly to second one, 
despite Pentagram (5) is being misclassified more with respect to Reverse pentagram (2). Consequently, 
having 2 pairs of features extracting layers is enough to capture all types of features, their increasing 
doesn’t bring any improvement, moreover it may decrease the performance. This may be caused by 
having too much MaxPooling2D layers, which reduce some useful but small features, that therefore can’t 
be recognized by new kernel sliding. To address this problem, there will be only an extra Conv2D layer 
in different parts of 2xCM model.

It  may  be  seen  already  from  the 
testing curve that model 2 with 
additional Conv2D layer inside 
captures too much noise, while adding 
Conv2D  layer  in the  end  helped  to 
reach benchmark of 83.382%. The next 
option to try is to increase amount of 
Dense layers to make  model  better 
understanding  the features it 
extracted.

Figure 10: Testing accuracy curve change after adding Conv2D layers, in %

Figure 11: Testing accuracy curve change after adding Dense layers, in %



Model Architecture
Conv2D – MaxPooling2D – Flatten – x2Dense 
CMx2 – Flatten – x2Dense
CMx3 – Flatten – x2Dense CMx4 – Flatten – 
x2Dense
CMx2 – Conv2D – Flatten – x2Dense CMx2 – 
Conv2D – Flatten – x3Dense CMx2 – Conv2D 
– Flatten – x4Dense

Highest Achieved Testing Accuracy
  49.4924%
  70.7960%
  70.0933%
  72.0060%
  83.3820%
  89.9496% 91.3690%

Figure 12: Confusion matrices for comparison capabilities change after adding Dense layer

While there are almost no differences in confusion matrices between adding one or two layers, 
however, they significantly differ from the original model by building much stronger relationship 
between groupds of features and classes. In particular, they were much more successful in distinguishing 
high-level features and objects with similar low-level features. The models with one and two additional 
Dense layers approached benchmarks of 89.9496% and 91.3690% respectfully.

Table 2
Comparing achieved accuracy among the topologies (CM = Conv2D + MaxPooling2D)

6. Conclusion

In this work there was studied Convolutional approach from scratch and there was practiced how 
modifying its parts influences model’s performance. Biggest attention was brought to CNN application in 
classification tasks that require elusive dataset with questionable quality. In particular, the result of this 
research may be used in youth symbols classification tasks. There was used a self-collected dataset, that 
helped to provide the necessary evidence. The dataset consisted of 700 images, belonging to 7 classes, 
while different classes contained only low-level, low- and middle-level or all levels of possible features. 
Additionally,  different  approaches  in  augmentation  were  applied,  which  helped  to  increase  model 
accuracy by 20% (in relative score). The obtained results from experiments showed that to extract more 
features, and to better distinguish similar features additional convolutional layer should be added. Adding 
arbitrary amount of Pooling and Dense layers helps to prevent overfitting in long perspective. However, 
increasing only one part of model (i.e. responsible for feature extractions or their manipulations) leads 
back to model overfitting. During the experiments different combinations of layers were tried, finding 
the most suitable ones. The results showed that model, consisting of two pair of Conv2D-MaxPooling2D 
layers,  followed  by  Conv2D and  three  Dense  layer  was  able  to  achieve  more  than  91%  accuracy 
benchmark. To further optimize the results, more expanded research should be conducted, especially 
there  should be  paid  high attention to Reccurent Neural Networks and existing solutions in Image 
Segmentation tasks[21-23].
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