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Abstract
Fine-grained visual classification (FGVC) is a concept of classifying images belonging to the same 
metaclass. This problem is challenging due to the small differences between classes and also the small 
number of data. In this paper, a fine-grained classification model based on the attention mechanism is 
proposed. Attention allows the model to focus on small differences that determine class membership. 
The model used was tested on the Croatian Fish Dataset and achieved an accuracy of 94.375%.
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1. Introduction

Image processing is a basic category of problems that face AI. Image classification is the main 
subtype of this problem. There is huge potential in diverse approaches to data classification 
through different methodologies. In the case of artificial neural networks, the most important 
tool is convolutional networks. However, it is not possible to identify a single architecture 
that can solve many classification problems. Hence, various solutions are modeled that can 
focus on the classification of different features. An example is the possibility of using transfer 
learning, i.e. neural models learned on huge databases. The possibility of their use consists 
of using weights and training them on new data [1]. The capabilities of neural networks are 
also supported by additional techniques such as attention modules, as shown in [2], where the 
attention module was used in recurrent networks.

The problem of fine-grained visual classification, on the other hand, implies the classification of 
images  belonging to  the  same metaclass. Thus,  it  is  a  more challenging task,  since  the 
differences between classes are small and may involve a small part of the image. Thus: the 
classification of bird species occurring in a given area may require perceiving the difference 
only in the shape and color of the feathers [3, 4], while the classification of aircraft assumes 
recognizing the difference in, for example, the shape of the wings [5]. In this paper, a fine- 
grained visual classification of the Croatian Fish Dataset is made. In this case, it is important 
not only to focus on individual small differences between species, but it is necessary to address the 
problem arising from the specifics of the dataset, i.e., poor visibility and noise.

Therefore, due to the specificity of the problem, it is necessary to find and focus on the most 
informative ones that constitute the difference between classes of regions [6, 7, 8, 9, 10, 11]. 

For this reason, it became necessary to implement an attention mechanism to extract the 
most important fragments.

In this paper, a Fine-Grained Visual Classification (FGVC) model is presented. Thus, a simple 
preprocessing coupled with image augmentation is made. In the second place, the  CNN 
architecture implementing the attention mechanism crucial in the analyzed problem is 
presented, as well as skip connections, which support the extraction of the most relevant image 
elements. The main contributions of this paper are:
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• new network architecture based on the attention module and skip connections,
• new CNN-based FGVC model,
• scheme for further expansion with more efficient photo preprocessing.

2. Methodology

Working on images taken underwater, we are forced to solve problems caused by the quality of 
the  analyzed  images:  noise,  discoloration  and  distortion.  Water  and  particles  dispersed  in  water 
(pollution, plankton, etc.) absorb, scatter and reflect sunlight. The extreme wavelengths in the 
visible light range are particularly strongly absorbed. The dominant colors of the images are 
therefore green and blue, and for this reason, any differences due to the color of the fish are lost 
and are almost invisible.

In other words, the proposed architectures implemented generative models to improve the 
quality of the analyzed images [12, 13]. Potentially, denoising and color correction methods also based 
on generative models could be applied to the fish classification problem [14, 15, 16, 17, 18]. However, 
the common feature of both solutions is a significant increase in the complexity of the proposed 
solution. The presented architecture focuses on achieving maximum efficiency with minimized 
complexity,  so  the  analyzed  images  were  processed  only  by simple  transformations.  After 
preprocessing, the data was divided into two sets: training and test at a ratio of 80% to 20%. Due 
to the initial imbalance in the number of elements in each class, there was also an imbalance 
when dividing the training and testing data. The data prepared in this way was then
used for training and evaluation of the model.

The proposed model, shown in Figure 3, uses images with a size of 64x64 px. This size 
was determined based on the minimum size of the photos in the database and represents a 
compromise between the required size to make the photos informative and the excessive 
deformation of the images caused by expanding the photos. The higher dimensionality of the 
images did not affect the efficiency of the model, as the initial images were small, but only 
increased the computational complexity.

The basic elements of the presented architecture are two convolutional blocks, with a fixed 
composition visible in Figure 2. The first contains a convolution layer, followed by a batch 
normalization and a GELU activation function, and a pooling layer, whose output is subjected 
to a spatial dropout with a probability equal to 20%. The second, on the other hand, lacks only a 
pooling layer. Another important component that follows each of the blocks except the last 
is CBAM - Channel Attention Module Block, which implements the attention mechanism to 
the model. The skip connection mechanism, which passes the information after the first block 
deep into the model, requires a convolution layer with a kernel size of 1x1 - in this way, it is



possible to change the dimension of the layer, which allows the outputs of the two blocks to 
be combined. At the very end, two fully connected layers are implemented. The first one is 
preceded by a dropout with a probability equal to 20%, and after it the GELU function is used. 
The output of the second uses the LogSoftmax function, which returns the probability for each 
class.

2.1. Preprocessing images

In the proposed architecture, the image preprocessing phase has been reduced to a minimum. As 
the dataset is loaded, each image is brightened, by increasing the value of each pixel by 50%. 
For very blurry images, the brightening allows the fish to be significantly separated from  the 
background, while for the more accurate ones, the fish’s features become more visible. An 
example application of this transformation is in Figure 1.

The next step is the process of augmenting the training data. It is necessary due to the 
small size of the initial set (see Table 1). The orientation in the case of the analyzed dataset is 
irrelevant, so two transformations were applied without fear of losing informativeness: vertical 
reflection and horizontal reflection. Both transformations are applied with a probability of 90%.

Below is the initial photo and its modification:

(a) Original photo. (b) Photo brightened by 50%.

Figure 1: Image before and after preprocessing.

2.2. CNN model

To analyze the images and classify them, convolutional neural networks (CNNs), which are 
dedicated solutions to computer vision problems, were used.

CNN’s operating principle is based on analyzing an image, represented as a matrix, through 
a series of layers and functions aimed at classifying or segmenting images. The most important of 
these is the convolution layer, which detects the basic features of an image through a process of 
convolution, that is, element-wise multiplication and summation between an image and a set of 
filters. The filters are also represented as matrices, are initialized randomly, and are corrected in the 
learning process. The problem of fine-grained visual classification requires a detailed analysis 
of the image due to the small differences between the classes, so the size of the filters remained 
small in the proposed solution.

Pooling layers reduce the size of spatial dimensions of input feature maps. The proposed 
model uses average pooling with a filter size equal to 2. Importantly, the pooling layer, despite 
the reduction of dimensionality, does not cause a significant loss of informativeness of the data. 
This operation is described by the formula:

, (1)

where 𝐹 𝑐 is the input feature map with dimensions described as 𝐶 is a number of channels, W 
is width, and H is height.



The other elements present in each block forming the presented model (see Figure 2) are 
batch normalization, GELU activation function and dropout. Due to the small size of the 
analyzed dataset, it became necessary to prevent overfitting. For this reason, spatial dropout is 
used, which removes entire feature maps, while classical dropout disables neurons. The use of 
the GELU function is aimed at introducing nonlinearity, which leads to the model learning 
more complex relationships. Moreover, it is more efficient than ReLU and ELU [19]. On the 
other  hand,  batch  normalization  stabilizes  and  speeds  up  the  learning  process,  reduces  internal 
covariance shift, improves convergence and presets slight regularization [20]. This process can be 
represented by the formula:                                                                                     (2) 

is learnable parameter.

Figure 2: Two convolution blocks forming the presented model.

The fully connected layer, also known as the Dense layer implements the classic linear 
approach, in which each neuron in a given layer is connected to each neuron in the previous 
layer, and each neuron in a given layer passes its activation to each neuron in the next layer. 
The proposed model uses two dense layers, the first of which uses dropout functions in the 
form described above before linear transformation, while it passes the result of its action to the 
GELU activation function. The last layer, with an output size corresponding to the number of 
classes, passes its result through LogSoftmax functions. The task of this function is to normalize 
the results of the model to the distribution of the logarithm of probability. It is expressed by the
formula:

    (3)



The presented model also implements an attention mechanism that selectively focuses on 
parts of the analyzed image, assigning different weights to different areas. The implemented 
attention mechanism is based on attention block (CBAM - Convolutional Block Attention 
Module [21]), consisting of Channel Attention and Spatial Attention.

Due to the depth of the presented model and the small number of data in the analyzed set, 
the proposed model uses a skip-connections mechanism to help fight with degradation 
problem. The most important feature of the skip-connections mechanism is the ability to 
transfer low-level features captured at the initial layers of the network, to deeper layers, where 
they are mixed with high-level features. In the proposed model, skip connections are arranged 
according to the architecture of DenseNets [22], i.e. the result of the first block is passed to 
each subsequent layer. However, the results of subsequent layers are no longer combined. At 
each stage, convolutional blocks analyze current feature maps combined with low-level features from 
the first convolutional block.

During training, the model tries to match the real data as closely as possible, for this reason, 
it is necessary to use a loss function. This function, which accounts for how much the model’s 
predictions, deviate from the actual data. Minimizing this function is therefore the main goal of 
training. The proposed solution uses a Cross-entropy Loss function, expressed by the formula:

(4)

where 𝑁 is number of classes,  𝑡 is true distribution,  𝑝 is predicted distribution. Complementary to the 
task of minimizing the loss function is the selection of new values of model parameters, based 
on the value of this function. This role is assumed by the optimization algorithm, which in the 
proposed solution is ADAM (Adaptive Moment Estimation).

Figure 3: CNN architecture.



3. Experiments

This section is devoted to analyzing the results obtained for the Croatian Fish Dataset. The 
results were obtained for two approaches: in the first, the images were not preprocessed at all 
and were not augmented, while in the second, the full preprocessing described in Section
2.1 was implemented. The results obtained were compared to the results of the authors of the 
dataset.

3.1. Database

The analyzed dataset was prepared by researchers from Fulda University of Applied Sciences, 
Friedrich Schiller University Jena and the University of Zadar [23]. The Croatian Fish Dataset 
contains 764 photos of 12 species of fish found in the Adriatic Sea in Croatia (see Table 1). 
The images are a subset of the main dataset, which includes 1280x960 px and 1920x1080 px 
resolution videos. Each detected fish in the output set was marked with a bounding box and 
extracted as a separate photo. For this reason, the sizes of the images in the analyzed database 
vary from over 500 × 200 px to 19 × 23 px. Also because these are photos cut from a larger 
image the position of the fish and their visibility, as well as the type of background and its 
lighting, varies.

Species Number of images
Chromis chromis 106
Coris julis female 57
Coris julis male 57
Diplodus annularis 94
Diplodus vulgaris 111
Oblada melanura 57
Serranus scriba 56
Spondyliosoma cantharus 51
Spicara maena 49
Symphodus melanocercus 105
Symphodus tinca 34
Sarpa salpa 17
Total 794

Table 1
Number of images per species.

Table 2
The results of the proposed method compared to other algorithms.

Method Accuracy (%)
Jäger et al. (2015) [23] 66.75
Qiu et al. (2018) [24] 83.92
Sudhakara et al. (2022) [25] 95.64
Proposed architecture without preprocessing 91.41
Proposed architecture with preprocessing 96.88



(a) Accuracy before and after preprocessing (b) Loss before and after preprocessing

Figure 4: Accuracy and loss function during training process before and after preprocessing.

(a) Accuracy before and after preprocessing. (b) Precision before and after preprocessing.

(c) Recall before and after preprocessing. (d) F1-Score before and after preprocessing.

Figure 5: Performence metrics before and after preprocessing.



3.2. Results and discussion

The model was trained for 200 epochs at a batch size of 64. The graphs corresponding to the 
accuracy value and the loss function value for both models are in Figures 4a and 4b. The graphs 
for the model trained on images with and without preprocessing in the final stage of training 
converge to identical values - accuracy reaches nearly 100% with a loss function value of about
0.1. However, the accuracy graph for the model with full preprocessing converges faster to the 
maximum value, and the difference in the loss function value during training is also evident. 
Moreover, the value of the loss function for the case without preprocessing is more chaotic even in 
the final stage, which is translated into fluctuations in accuracy values.

After each epoch, the models were evaluated on a test set to check their accuracy, precision, 
recall, and F1-Score. Corresponding graphs can be seen in Fig 5a, 5b, 5c, and 5d. The model 
based on the preprocessed data reaches higher values for all metrics in the vast majority of 
epochs - the exception being around epochs 150 and 165. The regularity from the model training stage 
is  observed  in  the  evaluation  stage: the  model  trained  on  the  preprocessed  data  converges to 
maximum values faster reaching 80% in epoch 14, 90% in epoch 43, and ultimately reaching its 
maximum value  of  96.88% in  epoch  174. Meanwhile,  the  model  trained  on  the  set  not 
preprocessed reaches the accuracy value of 80% in the 30th epoch, and surpassing 90% only 4 
times, with its maximum value of 91.41% achieved in the 151st epoch. The values in the other 
metrics present similar patterns: the values for the preprocessed data converge more quickly to 
maximum values, reaching values equal to or higher than 90%, while the model for data 
without preprocessing does not reach this value except for the same 4 epochs where accuracy 
also reached that level.

Significantly, there was much more fluctuation in the value of each metric for both models. 
During the training stage, such behavior was evident only for the model based on data not 
preprocessed, so the training set in this case was only 635 elements, while the more stable 
training stage for the second model had 1778 images at its disposal. Thus, it can be assumed 
that the stability of the results obtained is a product of, among other things, the size of the test 
set. In the case of the test data, it was equal to 159 elements in both models, which, together 
with the imbalance of class sizes, leads to visible fluctuations close to the maximum value for 
each metric.

A summary of the obtained results can be found in Table 2, where the maximum results 
obtained by the presented architecture, divided into models based on data with and without 
preprocessing, can be seen. Also included is the accuracy value obtained by the authors of the 
analyzed database, which equals 66.75% and that was obtained by using pre-trained CNN with 
SVM for the classification part [23]. Another well-known solution in the literature is learning 
transfer [24], where the authors achieved accuracy on a level of 83.92%. A similar approach was shown 
by [25], where deep learning CNN was described. The reached accuracy was 95.64%. 
Compared to those works known from the literature, the proposed solution achieves a higher 
accuracy value, which was 96.88%. This is due to the deep network, which was extended with 
an attention module. This solution allowed the classifier to focus on the important features of 
the classified objects.



4. Conclusion

This paper proposes an attention-based CNN model supported by a simple preprocessing process. The 
architecture used was tested on the Croatian Fish Dataset twice, once subjecting the data  to 
preprocessing and the second time not. The results achieved are the highest available. In the 
future, emphasis should be placed on:

• achieving a better method of image preprocessing and more efficient data augmentation 
based on generative models,

• to achieve a more efficient and accurate attention mechanism that would more accurately select 
key elements of the image.
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