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Abstract 
In an increasingly interconnected world, safeguarding digital systems and networks against 
cyber threats is of utmost importance. Traditional intrusion detection approaches, relying on 
rule-based systems or simplistic machine learning models, often struggle to adapt to the 
evolving  threat  landscape.  Deep  Neural  Networks  (DNNs)  offer  promising  avenues  for 
enhancing Intrusion Detection Systems (IDS)  effectiveness,  leveraging their  hierarchical 
structure  to  process  complex  network  traffic  data  and  extract  discriminatory  features 
indicative of malicious activity. However, the temporal dynamics inherent in network traffic 
data pose a unique challenge, prompting exploration into Long Short-Term Memory (LSTM) 
networks,  for  their  sequential  data  processing  capabilities.  This  paper  investigates  the 
application  of  deep  learning  models,  including  dense  neural  networks  and  LSTMs,  for 
classifying network traffic into 28 distinct attack types. By analyzing the architectural design 
and presenting experimental results on standard benchmark datasets, we demonstrate the 
practical  applicability  of  our  hybrid  approach  in  real-world  cybersecurity  scenarios, 
contributing  to  the  advancement  of  intrusion detection systems through deep learning 
techniques. Additionally, we explore the challenges posed by class imbalances and dataset 
characteristics, providing insights into model performance and limitations for various attack 
types.
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1. Introduction

With our world ever more connected, protecting digital systems and networks is critical. Cyber 
threats are constantly getting smarter, so we need better Intrusion Detection Systems (IDS) [] that can 
quickly spot and stop possible security breaches. Traditional approaches to intrusion detection often 
rely on rule-based systems [] [] or simple machine learning models [], which may struggle to adapt to 
the evolving landscape of cyber attacks [] []. In recent years, the emergence of Deep Neural Networks 
(DNNs) [] [] has offered promising avenues for enhancing the effectiveness of IDS. In the field of 
cybersecurity, the application of DNN has a great potential to enhance the capabilities of intrusion 
detection systems. Using the inherent hierarchical structure of DNN, these systems can efficiently 
process complex network traffic data and extract discriminatory features indicative of malicious 
activity. 

Moreover,  the temporal  fluctuations ingrained within network traffic data pose a  distinctive 
obstacle in intrusion detection. Therefore, another challenge in intrusion detection is that network 
traffic data constantly changes over time. DNN architectures frequently encounter difficulties in 
adeptly capturing temporal dependencies within sequential data, as their proficiency primarily resides 
in tasks such as image feature extraction, pattern identification, classification, and segmentation. This 
is where a distinct neural network model, known as a Recurrent Neural Network (RNN), becomes 
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relevant  [].  Unlike  DNNs,  RNNs excel  at  processing  sequential  information  and  thus  could  be 
beneficial for analyzing network traffic. Specifically, Long Short-Term Memory (LSTM) networks [] [
], a subtype of RNNs, demonstrate remarkable proficiency in learning from sequences and retaining 
critical information over extended periods. However, directly applying LSTMs to network traffic data 
presents challenges due to the varying lengths of network data packets and their irregular arrival 
times.

While  classical  machine  learning  methods  provide  reliable  results  for  classifying  network 
intrusions  [],  this  paper  explores  the  possibility  of  applying  deep  learning  models  given  the 
continuous (numerical) nature of the dataset. Unlike previous works that focused on a limited set of 
popular attack classes (typically less than 18), our research considers a broader range of 28 different 
attack types. This study examines the effectiveness of dense neural networks and LSTMs in classifying 
network traffic into different attack types. We have analyzed the architectural design of this hybrid 
approach and present experimental results showing the effectiveness of the proposed model on 
standard  benchmark  datasets,  thus  highlighting  its  practical  applicability  in  real  cybersecurity 
scenarios. Through these studies, we aim to contribute to the continuous advancement of intrusion 
detection systems using deep learning techniques.

2. Dataset

Developed at the University of New Brunswick by the Canadian Institute for Cybersecurity (CIC), 
both CIC-IDS2017 [] and the CSE-CIC-IDS2018 [] [] datasets are significant aggregations of network 
traffic data, vital for evaluating the performance and reliability of Intrusion Detection Systems (IDS) 
and related security technologies. These datasets are widely used for artificial intelligence model 
development for cybersecurity because of their 1) size – they are extensive, containing a substantial 
amount  of  network  traffic  data,  encompassing  both  benign  and  malicious  samples  (number  of 
samples);  2)  range  of  attacks  –  datasets  encompass  a  broad  spectrum  of  cyber  threats  and 
irregularities, including Denial of Service (DoS), Distributed Denial of Service (DDoS), infiltration 
attacks and diverse intrusion attempts; 3) authentic scenarios – constructed to mirror real-world 
network traffic situations, these datasets are invaluable for assessing the effectiveness of intrusion 
detection systems in practical environments; 4) data labelling – each instance of network traffic in the 
datasets  is  categorized,  indicating  whether  it  represents  normal  (benign)  activity  or  malicious 
behavior. This labelling aids in employing supervised learning techniques to construct and assess 
intrusion detection models;  5) catholic features – a variety of characteristics are extracted from 
network traffic data in this dataset, such as packet attributes, protocol details and traffic patterns. 
These attributes function as input parameters for machine learning models aimed at classifying 
network traffic as either benign or malicious.

This  study  combined  two  network  intrusion  detection  datasets,  CIC-IDS2017  and  CSE-CIC-
IDS2018. To improve data consistency, we merged similar malicious categories and removed features 
deemed uninformative. Additionally, we replaced missing values (NaN) with zeros. This process 
resulted in a new dataset containing 28 distinct network traffic classes and a total of 19,063,687 entries. 
It must be noted, that both CIC-IDS2017 and CSE-CIC-IDS2018 datasets are highly unbalanced as it is 
shown in Figure 1.



Figure 1: Merged Dataset providing Top10 categories of networks attacks

It has been observed that deep learning approach is applied to both the binary network intrusion 
problem and the multi-class [] [] []. While the goal might be multi-class classification, many intrusion 
detection tasks are simplified by grouping similar attack types into a smaller number of categories. 
This typically results in 5 to 14 classes, depending on the specific needs and chosen dataset [] []. This 
is because, the network intrusion datasets typically have a large portion of normal traffic (Benign) and 
a  significantly  smaller  portion  of  malicious  traffic  categorized  into  various  attack  types  (“SQL 
Injection”, “Heartbleed”, “FTP-Patator”, etc.). This creates a class imbalance, where the majority class 
(the Benign class) is prioritised when training the model.

Long Short-Term Memory (LSTM) networks are popular choices for intrusion detection systems 
due to their ability to learn from sequential data. LSTM is typically used for anomaly detection or for 
binary tasks by classifying attacks into benign and malicious [].

However, their accuracy depends on the specific dataset and the model architecture itself. For 
example, the Kddcup99 dataset allows for a highest accuracy of 0.98 for the ACC metric [].

3. Related works

The CIC-IDS2017 dataset is a well-known benchmark dataset for Intrusion Detection Systems 
(IDS) as it contains network traffic data collected from real-world environments with different types 
of attacks and normal traffic. In order to improve the classification performance of this dataset, there 
are a  number of  studies  with detailed analysis  including feature selection,  class  grouping,  data 
cleaning and processing. The classifiers to use for this task also vary widely, from classical RF or MLP 
(multi-layer perceptron) to deep learning architectures. The results of certain multi-class classification 
studies are presented in Table 1 showing the F1-score and the number of classification classes.

Table 1. Multi-classification accuracy results for CIC-IDS2017 dataset.
Method Classifier F-1 Score, % Classes

Bulavas et al. []
ADA 99.9

17QDA 94.4
MLP 98.0

Sharafaldin et al. [] QDA 92.0 17
Zhong et al. [] DMTR 99.3 15
Liu et al. [] CNN-MLP 88.16 5
Belarbi et al. [] DBN 86.62 6
Jiang et al. [] LSTM-RNN 87.38 4

The CSE-CIC-IDS-2018 dataset comprises 28 categories of network traffic, with each category 
representing distinct network activities. However, during classification exercises, these categories are 
typically consolidated into 7 main groups (such as "Benign," "DDoS," "DoS," "Brute Force," "Bot," 
"Infiltration,"  and  "Web"),  occasionally  15,  and  the  highest  number  of  observed  categories  for 
classification stands at 17 (see Table 2).

Table 2. Multi-classification accuracy results for CSE-CIC-IDS2018 dataset.
Method Classifier F-1 Score, % Classes

Bulavas et al. []
ADA 99.9

17QDA 59.7
MLP 95.8

Karatas et al. [] LDA 99.0 5
Liu et al. [] DNN 97.0 7
Gamage et al. [] DNN 97.8 5
Kunang et al. [] DNN-AE 95.1 15



Mezina et al. [] TCN+LSTM 97.7 14
Al-Fawa’reh et al. [] DNN 98.7 15

4. Methodology

To address overfitting in the highly unbalanced merged network traffic dataset, we employed 
several deep learning models. First, a Deep Autoencoder-Deep Neural Network (DAE-DNN) was used 
to potentially reduce dimensionality and extract relevant features. Second, individual deep learning 
models were built for each malicious traffic category to improve class-specific accuracy. Finally, a 
Long Short-Term Memory (LSTM) model was constructed to evaluate the dataset's suitability for time 
series analysis.

For  time  distributed  LSTM,  model  was  constructed  containing  4  LSTM  layers  with 
195125125195 layout with RepeatVector layer in the middle, as it is shown in Figure 2. Model 
was trained with 30 epochs. For training dataset was split into 1280 batches.

Figure 2: Time distributed LSTM model architecture

To examine the DAE-DNN architecture fitness to the dataset, couple of these models with varying 
numbers of DAE layers and DNN layers, were constructed. First DAE-DNN model consisted of 3 dense 
layers 806080, performing the DAE function, with ReLU activation in each layer. Then, a single 
dense layer was added, to perform DNN function consisting of 80 neurons, again with ReLU activation 
function. Lastly, another dense layer was appended for output, this time with sigmoid activation 
function. The architectural components of this model are provided in Figure 3.

Figure 3: DAE-DNN model architecture

Then, the architecture of DAE-DNN was modified, so that number of DAE function performing 
layers was changed from 3 to 9 with 807040302530407080 layout. Number of DNN 
layers was also changed from 1 to 3, with 80 neurons each. Activation functions stayed the same – 
ReLU for DAE and DNN layers, sigmoid for the output. The architectural components of the extended 
DAE-DNN model are provided in Figure 4.



Figure 4: DAE-DNN extended model architecture

Last approach was to make a separate DNN model for each of the malicious class in the dataset.  
Dataset  for  each  model  contained  both  benign  and  class-specific  malicious  data.  The  model 
architecture for each class was the same non-expanded DAE-DNN model,  reviewed in previous 
section, provided in the Figure 3. 

5. Results

For time series testing, the dataset was split into 10-minute intervals, based on the timestamp field. 
Gaps in the timeline were filled with previous dataset entry, while data entries in intervals that 
contained more than one entry where removed, leaving only the first recorded malicious entry, if it  
was registered during the 10 minute period. If not, only the first recorded benign entry was left. 
Resulting dataset was tested with Ljung box test for autocorrelation. As it is visible from Figure 5, 
significant autocorrelation (p-value < 0.05, and 99% confidence band identify statistically significant 
autocorrelation values) can be observed only in minority of classes – “Brute Force -Web”, “Bot”, 
“Brute Force -XSS”, “SQL Injection”, “Infilteration” and “DDoS attacks-LOIC-HTTP”. 

a) p-value = 1.73E-11 b) p-value = 9.04E-28 c) p-value = 1.19E-23

d) p-value = 5.38E-10 e) p-value = 4.92E-28 f) p-value = 3.79E-13
Figure 5: Ljung box test results for dataset class with significant p-value

The absence of autocorrelation in other classes (including "Benign") suggests that the data points 
within those classes are independent of past observations (see Figure 6). p-values of more than 0.9 



have been observed for such classes as “FTP-BruteForce”, “SSH-Bruteforce”, “DDOS-Attack-HOIC” 
and “DoS attacks Slowloris”.

a) p-value = 0.6953 b) p-value = 0.9525 c) p-value = 0.9360

d) p-value = 0.9839 e) p-value = 0 f) p-value = 0.9962

Figure 6: Ljung box test results for the attacks with non-significant p-value 

The results of the DAE-DNN and extended DAE-DNN model classification (weighted average F1-
score) are presented in  Table 3. It is notable that the extended model generally performs better, 
achieving a score of 0.9361 for F1-score and 0.9508 for recall value.

Table 3. Weighted average F1-score for Classification results including 28 classes.

  DAE-DNN Extended DAE-DNN
Precisio
n

0.9424 0.9410

Recall 0.9266 0.9508
F1-score 0.9178 0.9361

The split DAE-DNN classification models achieved the best results comparing to other two models for 
12 classes (see Figure 7). Results for the remaining classes are not included due to either zero cases 
during testing or an F1-score of 0 in the classification results for those classes. DNN split models failed 
to classify “Brute Force - Web”, “Heartbleed”, “Infiltration”, “Web Attack Brute Force”, “Web Attack 
Sql Injection” and “Web Attack XSS” due to low count of data entries in those classes. We can assume 
that the improved architecture may be an appropriate solution for classifying attacks in this way, by 
creating a class-by-class model.



Figure 7: DAE-DNN models comparison F-1 score results for 12 selected classes.

While the extended DAE-DNN model demonstrated superior classification results overall, a closer 
examination  of  the  F1-Score  values  for  individual  attack  classifiers  revealed  that  more  classes 
performed better  with the  simple  DAE-DNN model.  However,  the  extended model's  significant 
superiority was evident in specific classes, like “SSH-Patator”, “Portscan”, “Bot”, etc.

6. Conclusions

This study underscores the urgent need for advanced Intrusion Detection Systems (IDS) in the face 
of escalating cyber threats. While traditional methods struggle to keep pace, Deep Neural Networks 
(DNNs) with addition of Deep Autoencoders (DAE) show promise in efficiently processing complex 
network  traffic  data  to  pinpoint  malicious  activity.  Our  experimentation,  involving  DAE-DNN, 
separate DNN models for each class and LSTM models, demonstrates tangible progress in classifying 
network traffic into 28 distinct attack types. However, challenges such as class imbalances persist, 
impacting detection accuracy. For instance, our findings reveal a 66% to 99% F-1 score range across 
various attack types, with certain classes posing persistent challenges due to limited data availability 
without using oversampling methods. These results underscore the necessity for ongoing refinement 
and  optimization  in  IDS  methodologies  to  ensure  robust  cybersecurity  defenses  in  today's 
interconnected world. 
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