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Abstract
The possibilities of the generative approach are enormous because they enable the generation of 
data by using the knowledge used in the learning process. This allows you to create new images 
based on the given information. In this paper, we propose the architecture of a neural network 
based on a generative model with a generator and a discriminator, where an attention module is 
introduced. The attention module allows you to add a weighted matrix assigning importance to 
appropriate pixels, thus drawing attention to selected features. The proposed architecture was 
described and tested on a publicly available database using the ADAM algorithm.
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1. Introduction

The possibilities of generating new data are important due to their multiple applications. 
First of all, generating new data can support the operation of machine learning techniques. 
Many methods, especially arti cial neural networks, are data-dependent. The more data 
there is, the better the network will likely  be  able to learn from it. Hence the name data-
hungry algorithms is assigned to them. Generating new data is primarily the creation of 
synthetic data [1], the creation of which is quite often called augmentation. Augmentation 
can be implemented by classic data processing techniques. An example of such 
augmentation is the use of interpolation [2]. The proposed idea is based on the use of 
random resizing of interpolation focusing on the enlargement of the relevant data. Another 
example is text data augmentation [3], where various techniques were presented and 
compared and it was shown that generating large amounts of data that have a certain 
value for further analysis is very time-consuming. Another way is to use arti cial 
intelligence methods. An example is the hybridization of a network with a heuristic 
algorithm, where the heuristic supports the training process by analyzing selected 
features of graphic samples [4].  Such hybridization possibilities are possible by paying 
attention to the learning process, which is an optimization problem. Consequently, the use of 
algorithms inspired by nature allows you to obtain results in a shorter time than known, 
classic solutions. An example  is using the grey wolf algorithm for clustering, or stitching 
images [5, 6]. Another hybridization is made by combining the fuzzy approach [7]. The 
conducted tests show that such a methodology is interesting and worth investigating. 
Moreover, fuzzy augmentation is also used  for other  purposes like expert analysis of 
obtained results. Such a solution was described in [8].

Moreover, data augmentation may allow for obtaining better values of classifier 
evaluation matrices. This is possible by balancing the data in each class. When the 
training database contains data mainly belonging to one class, learning them may 
result in over-adaptation to that one class at the expense of the others. Generating 
additional samples allows us to achieve a balance between data in all classes, which is 
quite often impossible in real conditions [9, 10, 11]. It is also possible to classify or even 
hierarchize the results using techniques such as multimoora [12]. Apart from the 
process of generating data, the technique of creating it is also important. By drawing 
attention to the process of creating or adapting a classi er to data, it allows attention to 
be drawn to the possibilities of analyzing the features of objects on given samples. 
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Feature extraction or their subsequent generation is important to understand the 
technique itself. Correct feature extraction and their subsequent mapping are crucial in 
generative models, hence research on new solutions and techniques is also interesting. 
An example is the possibility of feature extraction using various methods of pooling 
[13] or multiple convolutions operations [14]. Generative adversarial networks are 
mostly used to generate and process images, in particular in medical applications [15], 
so that new data samples can be created, such as X-ray or CT images. There are also 
versions of GAN that are used to generate text [16] or even .

Generative adversarial networks using convolution have trouble generating images 
that have a certain number of class-speci c features. Because of the use of a local 
receptive eld for the network to learn relevant relationships, these features may not be 
recognized correctly. In addition, traditional GANs perform poorly in generating high-
resolution images. These problems are solved by the self-attention module, which 
focuses on di erent features of the photo instead of using successive xed-size regions. 
By analyzing the need for new data- generating techniques, in this paper, we propose a 
new architecture of the generative network model for generating images. The idea is to 
create two networks, one of which will learn to recognize real and fake samples, and the 
other will learn to generate samples that can fool the
 rst network. The networks used have  been extended  with an self-attention module, 
which allows the classi er to draw attention to particular data features during training 
and solve problem with recognizing speci c class dependencies.

2. Proposed methodology

In this section, we described a used network architecture with detailed information about 
used layers.

2.1. Generative adversarial networks

The concept of generative adversarial networks was developed in 2014 by Goodfellow et al. 
[17]. Its operation is based on a zero-sum game between two neural networks, one 
generates new images from dataset images, and the other is a classi er that decides 
whether the image it processes is real or fake. Its extension is the DCGAN model created by 
Radford, Metz, and Chintala [18], and which uses deep convolutional layers to process 
images, just as it is calculated in convolutional neural networks. The generator and 
discriminator are trained simultaneously, where the  rst model seeks to minimize loss and 
generate a photo that is indistinguishable from



the real one, while the second model seeks to maximize failure so that it can correctly 
classify the generated photo and the real photo from the dataset with as much accuracy as 
possible. The loss function developed in [17] is de ned as follows:

(1)

where G(z) - generator, D(z) - discriminator. D(x) tries to maximize the function V (D, G), 
while G(z) minimizes this function, which leads to a minimax relation [19].

Figure 1: Simple GAN architecture diagram

2.2. Attention module

2.3. GAN architecture

This subsection will describe the self-attention generative adversarial network model 
used in the project. Before training is started, the images are preprocessed to get the 
best possible e ciency result and reduce their size to optimize the model’s training time 
and improve its accuracy in generating new images. Each photo is cropped to 160 x 160 
pixels to maximize the reduction of unnecessary backgrounds that can disrupt the 
network results. Then, the cropped photo is scaled to 64 x 64 pixels. The image thus 
processed is converted into a tensor to be analyzed by the model. The generator and 
discriminator are stochastically optimized using the ADAM algorithm [20], taking the 
parameters β1, β2, which are the hyperparameters of this model. After this optimization, 
the training process is started. The loss of both the generator and discriminator is 
calculated using Binary Cross Entropy loss with logits [21]. Operation of this function is 
based on combining the value of the sigmoid function with the cross entropy



function. Binary Cross Entropy loss with logits function is expressed by the equation as 
follows:

(2)

The detailed algorithm for training the network is described in Alg. 1.

Algorithm 1: Network training algorithm

Initialize generator, discriminator, optimizers for generator and discriminator;
for epoch to 1, 2, ..., n do

Preprocess set of images ;
Get real images and labels from set;
Check the real image prediction made by 
discriminator; Prepare latent noise for generating 
fake photos; Generate fake image using generator;
Check the fake image prediction made by discriminator;
Calculate discriminator loss as loss = 1/2(lr + lf ) where lr - loss at 
predicting real image, lf - loss at predicting fake image;

Calculate gradient penalty and add to discriminator loss; 
Backpropagate;
Generate fake images with generator;
Check the generated image prediction made by discriminator; 
Calculate generator loss;
Backpropagate;

end

The generator and discriminator consist of ve convolution layers. To standardize the 
result of each layer, the batch normalization method is used, which makes training 
process much faster and stable [22]. In the case of the generator, the activation function is 
ReLU, while in the case of the discriminator, the function is LeakyReLU with the parameter 
s, which is responsible for the angle of the straight line in the case of negative values. To 
normalize the result obtained, a function tanh is used at the end of the generator network, 
which normalizes it to the interval [−1, 1], and in the case of the discriminator - a sigmoid 
function that normalizes the result to the interval [0, 1]. Each convolution layer of both the 
generator and discriminator is spectral normalized, which ensures the stability of the 
network operation and avoids the mode collapse problem [23]. To secure and further 
improve the stability of the model training process, the gradient penalty technique was 
used  [24],  making the  convergence process much faster. There are also other heuristic 
optimization methods for the training process to ensure stability, such as noise injection 
[25] or minibatch discrimination [26]. The attention module is used between the third and 
fourth layers.



Figure 2: Diagram of generator architecture.

Figure 3: Diagram of discriminator architecture.

3. Experiments

This section will focus on analyzing the results of the generative adversarial network 
model. To train and test it, the CelebA [27] dataset, consisting of 202,599 celebrity images 
of 178 x 178 pixels, prepared by researchers at the Chinese University of Hong Kong, was 
used. The dataset was divided into a validation and training set in a ratio of 80:20. The 
learning rate for the generator was set to 0.0001, and for the discriminator to 0.0004. The s 
parameter in the LeakyReLU activation function was set to 0.2. The parameters β1 and β2 

were set to 0.5 and 0.999, respectively. The results include graphs of how the loss of the 
generator and discriminator



Figure 4: Discriminator and generator loss changing over epochs.

Figure 5: Faces generated a er first epoch.



Figure 6: Faces generated a er last epoch.

changed over successive epochs. As can be seen in the chart, the initial average loss values 
for the generator and discriminator were very jittery, but over the subsequent epochs their 
value stabilized and converged, respectively, for the generator at a value of about 0.85, and 
for the discriminator at about 1.2. In Figure 6 we can see a sample of the faces generated by 
the network. More  than half of them  have acceptable  quality, but  there are isolated cases 
where the network generated only artifacts and the face itself is not recognizable. This is due 
to the relatively small number of training epochs. It should also be noted that not all 
samples are of equal quality - some are of great quality, making it di cult for the network 
to recognize whether a photo is fake or not. In our article, the Fréchet Inception Distance 
(FID) [28] was selected as a metric for evaluating the performance of various Generative 
Adversarial Networks (GANs). FID provides a meaningful measure by capturing both the 
visual delity and diversity of generated samples, making it suitable for comparing di erent 
GAN  architectures. Its ability to consider the  feature distributions of real and generated 
images allows for a comprehensive evaluation, enabling us to make informed comparisons 
between the models under study. The results of the comparison are presented in Table 1, 
including FID metric. In the case of this metric, lower values indicate better quality of 
generated images. Proposed architecture is performing better than BEGAN-CS and PR-
BigGan networks. DualGAN achieves the lowest FID score of 13.95, demonstrating best 
performance in generating high-quality images within the CelebA dataset. This is due to 
introducing second discriminator and duels both between discriminator and generator and 
between discriminators, which improves level of diversity within all samples and prevents 
early convergence.



Table 1
The results of the comparison between generative adversarial networks and proposed architecture.

Method FID
BEGAN-CS [29] 34.13
PR-BigGAN 22.45
DualGAN [30] 13.95
Proposed architecture 21.88

4. Conclusion

Thanks to the attention module, the model is capable of e ectively assigning weights to 
di erent input elements, which allows better capture of complex relationships in images 
composed of many elements. However, it is worth noting that there is a need for 
further research and modi cation of this network. Research should focus on optimizing 
the hyperparameters and increasing the stability of the learning process, which still is a 
challenge [31]. The number of potential applications of generative adversarial networks 
is enormous and allows to solve a number of problems in various scienti c elds. GANs 
can support the learning process of deep learning models in medical applications by 
generating images, supporting image reconstruction and repair when data is incomplete 
or in detecting anomalies, especially in the area of surveillance [32]. Adversarial 
networks can also be used in biometric attacks, generating for example a photo of the 
face, iris, ngerprints or voice, as well as to generate deep fake videos, which raises ethical 
concerns [33]. Securing against using the GAN for biometric attacks is another potential 
and important direction to follow.
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