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Abstract 
This study presents a comparative analysis of three deep neural networks—ResNet, EfficientNet, and 
Xception—for deepfake video detection tasks. The primary goal was to identify the most effective 
architecture for classifying fake videos, as well as to explore additional mechanisms, such as Long Short-
Term Memory (LSTM) and attention mechanisms, which could enhance the accuracy of the models. Using 
a dataset consisting of real and fake videos, each model was evaluated based on accuracy, precision, recall, 
and F1-score metrics. The results showed that the Xception model achieved the highest accuracy (87.7%), 
while EfficientNet also demonstrated high efficiency, particularly in resource-constrained tasks. ResNet 
showed stability but faced challenges in classifying underrepresented classes. 
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1. Introduction 

The proliferation of deepfake videos poses a significant threat to digital security and information 
trust, creating challenges across various sectors, including media, politics, and legal systems. 
Deepfake technologies facilitate the creation of highly realistic yet fabricated videos, making their 
detection challenging for conventional methods. This contributes to the manipulation of public 
opinion [1], facilitates the dissemination of false information, and enables malicious activities such 
as deception and fraud. Therefore, developing effective systems for the automatic detection of 
deepfake videos is critically important for ensuring information security and combating 
disinformation [2]. 

This study aims to evaluate different deep neural network architectures, such as ResNet, 
EfficientNet, and Xception, for deepfake video detection. The primary focus is on identifying the 
most effective models and exploring the role of additional mechanisms, including LSTM and 
attention, in improving detection accuracy. The study assesses the performance of the models using 
metrics such as accuracy, recall, precision, and F1-score, ultimately identifying the best approaches 
for building reliable deepfake detection systems. 

Future research could address current limitations by implementing advanced data augmentation 
techniques to balance datasets, exploring ensemble models to combine the strengths of multiple 
architectures, and optimizing computational efficiency for deploying lightweight models in real-
world scenarios. 

The paper is organized into several sections: Section 2 reviews existing deepfake detection 
methods and the neural network architectures commonly employed. Section 3 outlines the research 
methodology, detailing data preparation, model selection, and training processes. Section 4 provides 
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a comprehensive performance analysis of the models based on accuracy, recall, precision, and F1-
score. Finally, Section 5 highlights the most effective approaches and proposes recommendations for 
advancing deepfake detection systems. 

2. Related work 

Recent studies in the field of deepfake video detection focus on utilizing deep neural networks, such 
as ResNet, EfficientNet, and Xception, to improve the accuracy of classifying real and fake videos. 
For instance, ResNet-50 is used for deepfake video detection by combining it with LSTM to account 
for both images and video frame sequences. This allows the model to consider temporal 
dependencies, significantly enhancing accuracy compared to methods that use only individual 
frames [3]. Additionally, other studies, such as those involving Inception-ResNet-V2, emphasize the 
necessity of developing effective deepfake detection methods due to security and privacy threats [4]. 

Other approaches concentrate on developing more complex architectures. Specifically, the 
Sequential-Parallel Networks (SPNet) model offers a novel method for processing deepfake videos, 
providing more efficient handling of spatiotemporal dependencies with a reduced number of 
parameters [5]. This architecture helps lower computational costs, which is a crucial factor when 
working with large volumes of video data. Furthermore, a five-layer convolutional neural network 
proposed in another study demonstrates a high accuracy of 98% compared to other models, such as 
Xception and EfficientNet-B0 [6]. 

In addition to these recent approaches, models that use attention mechanisms, such as channel 
and spatial attention, show significant improvements in deepfake detection accuracy compared to 
standard models. The use of attention mechanisms allows the model to focus on important features 
of the input data, which is particularly beneficial for complex detection tasks, such as identifying 
fake videos [7]. Other studies, including reviews of deepfake detection methods using ResNet, 
EfficientNet, and Xception, also confirm the effectiveness of these architectures in deep learning 
tasks [8]. Similarly, research involving the use of Xception and ResNet-50 in combination with Local 
Binary Pattern (LBP) for deepfake video classification demonstrates the effectiveness of image 
processing and the accuracy of these models [9]. 

In the work on deepfake detection using ResNext50 and LSTM, researchers significantly improved 
accuracy by integrating temporal dependency analysis. This approach enables not only the detection 
of individual frames but also the analysis of their interrelationships [10]. Finally, the use of 
Generative Adversarial Networks (GAN) combined with CNN has helped reduce computational costs 
by selecting key video frames to enhance results [11], making this approach promising in combating 
deepfake videos. 

Most comparisons show that models like Xception and EfficientNet significantly outperform 
ResNet in deepfake detection tasks due to their ability to process textures and fine image details more 
effectively. Xception, with its architecture of deep separable convolutions, allows for a reduction in 
the number of parameters without sacrificing accuracy, making it particularly useful in resource-
constrained environments. EfficientNet, in turn, offers optimal scaling of model depth, width, and 
resolution, leading to better performance compared to ResNet. However, ResNet remains an 
important foundational architecture, especially when used in combination with mechanisms like 
LSTM for handling temporal dependencies, making it effective in tasks that analyze both individual 
frames and video sequences [3][4][5]. 

Given this context, the aim of this study is to compare the effectiveness of different deep neural 
networks, such as ResNet, EfficientNet, and Xception, in deepfake video detection tasks. Special 
attention is given to how the architectural features of each model impact their ability to accurately 
classify fake videos and optimize their performance in resource-constrained conditions. Additionally, 
the study examines the role of supplementary mechanisms, such as LSTM and attention methods, 
which can enhance deepfake detection accuracy by combining the processing of both individual 
frames and temporal sequences. 



3. Research methodology 

3.1. Research architecture 

The research architecture (Figure 1) for evaluating model accuracy in deepfake detection tasks is 
described below. The process begins with the initialization of the environment, including the import 
of necessary libraries and metadata loading. Next, data preprocessing is carried out, which involves 
reading metadata, randomly selecting a subset of videos, reading video files, extracting frames, and 
splitting the data into training and testing sets. Following this, model preparation takes place, where 
ResNet50, EfficientNet, and Xception are initialized and configured for binary classification. During 
the training phase, the models are trained on the training data, and their evaluation is conducted on 
the test data, with accuracy calculations. The process concludes with comparing the results of the 
three models based on the obtained accuracy metrics. 

 
Figure 1: Research Architecture. 

3.2. Model descriptions 

ResNet50 [12], EfficientNetB0 [13], and Xception [14] are deep convolutional neural networks 
designed for feature extraction from images, each with unique characteristics in their approaches to 
scaling and optimization. All three models accept input tensors 𝑋𝑋 ∈ 𝑅𝑅𝐻𝐻×𝑊𝑊×𝐶𝐶, where H, W, and C 
denote the image’s height, width, and the number of channels, respectively. The output of the 
convolutional blocks in each model is a feature tensor 𝐹𝐹 ∈ 𝑅𝑅ℎ×𝑤𝑤×𝑐𝑐 , which is then transformed into 
a one-dimensional vector 𝑓𝑓 = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝐹𝐹)  using a Flatten operation for further processing in dense 
layers. 

ResNet50 [12] utilizes a convolutional layer architecture that includes "skip connections" to 
prevent gradient vanishing during the training of deep networks. Each ResNet block involves a 
sequence of convolutions, followed by adding the block input to its output before activation, which 
is mathematically described as 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑓𝑓(𝐾𝐾,𝑋𝑋) + 𝑋𝑋, (1) 

These skip connections help maintain information flow through the network and reduce 
problems related to network depth. 

EfficientNetB0 optimizes its architecture using the composite scaling method, which 
simultaneously scales depth, width, and input size to balance accuracy and efficiency. The 
architecture employs depthwise separable convolutions, which reduce the number of parameters and 
computational operations by first applying depthwise convolutions independently on each channel 
and then using 1 × 11 convolutions to combine the channels. 

Xception is an "extreme" version of the Inception architecture, where standard convolutions are 
entirely replaced by depthwise separable convolutions for each spatial point and channel. This 
approach not only reduces the number of parameters but also allows for more efficient feature 
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extraction by utilizing a greater number of independent operations. The model uses a sequence of 
depthwise and pointwise convolutions in each layer, enabling better adaptation to diverse visual 
patterns in the data. 

All three models use dense layers for further processing of the feature vector 𝑓𝑓 and an output 
layer with sigmoid activation for classification, underscoring their versatility and effectiveness in 
modern computer vision tasks. 

The integration of the Swish activation function [15] and the Dropout technique [16] into the 
ResNet50, EfficientNetB0, and Xception models can significantly enhance their performance and 
generalization capabilities. Swish is a smoothly varying nonlinear activation function defined as 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ(𝑥𝑥) = 𝑥𝑥 ⋅ 𝜎𝜎(𝑥𝑥), (2) 

where 𝜎𝜎(𝑥𝑥) is the sigmoid function 𝜎𝜎(𝑥𝑥) = 1
1+𝑒𝑒−𝑥𝑥

 . This function has been proposed as an 

alternative to ReLU due to its ability to mitigate the issue of dead neurons, allowing smoother 
propagation of negative values and improving gradient flow in deep networks. 

Dropout, on the other hand, is a regularization technique that helps prevent overfitting by 
randomly dropping out neurons during training. This forces the network to learn to be less reliant 
on specific features, thus enhancing its robustness and ability to generalize to new data. In the 
ResNet50, EfficientNetB0, and Xception models, applying Dropout in high-level dense layers can 
help manage model complexity, reducing the risk of overfitting the large number of weights these 
models have. 

The combination of Swish and Dropout in these models can be particularly advantageous for 
tasks with large and complex datasets, where flexible activation and robust regularization are needed. 
Using Swish can improve the models' learning capability in deep layers, where traditional activation 
functions like ReLU may encounter limitations. Meanwhile, Dropout provides the additional benefit 
of encouraging the network to distribute useful information across a greater number of neurons, 
reducing the weight that any single neuron has on the model's decision. 

A comparative table of ResNet, EfficientNet, and Xception models is presented below, 
highlighting their key characteristics, features, and advantages in the context of video data 
processing. 

Table 1 
Comparison of ResNet, EfficientNet, and Xception Models 

Characteristic ResNet EfficientNet Xception 
Architecture Residual network 

(residual blocks) 
Balanced depth, 
width, and 
resolution 

Depthwise 
separable 
convolution 

Key Features Contours, textures, 
objects, scenes 

Contours, textures, 
object details 

Fine details, 
textures, artifacts 

Network Depth Deep (up to 152 
layers) 

Balance of depth and 
performance 

Very deep with 
efficient 
convolutions 

Scalability Difficult to scale Efficient for 
different scales 

Well-scaled but 
computationally 
intensive 

Texture 
Processing 

Good at detecting 
textures at high levels 

Detects textures 
efficiently due to 
balanced scaling 

Specializes in 
detailed textures 
and anomalies 

Object and 
Scene 

Processing 

Performs well with 
large objects and 

scenes 

Optimized for 
various scenes and 
objects 

Especially effective 
for detecting 
anomalies in 
objects 



4. Research results 

This study conducted a comparison of the performance of three deep learning models—ResNet50, 
EfficientNetB0, and Xception—in the task of image-based data classification. Each model was trained 
for ten epochs, and the results were evaluated using accuracy metrics [18], precision, recall, F1-score, 
as well as a confusion matrix for each model. Below is a detailed analysis of each model's 
performance. 

The dataset used for this study was sourced from the Deepfake Detection Challenge on the Kaggle 
platform (Kaggle, 2020) [19]. It contains videos classified into two categories: "REAL" and "FAKE." 
After preprocessing, 480 samples were obtained, with 60 (12.5%) belonging to the "REAL" class and 
420 (87.5%) to the "FAKE" class. The videos were standardized by frame size and used as input to 
pretrained neural networks for classification. The uneven class distribution reflects a real-world 
scenario, which is typical for deepfake detection tasks. 

For each video, multiple frames were processed and converted into tensors for use in neural 
networks. All videos were standardized by frame size, and extracted features from these frames were 
fed into the pretrained models (ResNet50, EfficientNet, Xception). 

Regarding the training process (Figure 2), all three models showed stable improvement in metrics 
on the training sets; however, significant fluctuations were observed during validation, indicating 
possible overfitting or sensitivity to parameter selection and data structures. Notably, in epochs 8-
10, the models experienced some degradation in validation loss (val_loss), suggesting that the models 
began to overfit after a certain number of epochs. 

The ResNet50 model demonstrated strong stability during training, achieving accuracy above 
80%, but faced challenges in classifying the "REAL" class. This emphasizes the importance of further 
work on data balancing to improve the model's performance on minority classes. 

EfficientNetB0, thanks to its efficient architecture, showed good performance in classifying both 
classes, maintaining high accuracy for the "FAKE" class while also delivering better results for the 

Video 
Processing 
Capabilities 

Can handle temporal 
sequences (with LSTM 

[17]) 

Efficiently processes 
video frames due to 
flexible scaling 

Detects artifacts, 
particularly useful 
for deepfake 
detection 

Advantages - Learns features at 
various levels: from 
simple to complex 
- Effective when 

combined with LSTM 
[17] for sequence 

analysis 

- High efficiency due 
to balanced scaling 
- Suitable for large 
and complex images 
and videos 

- Focused on 
artifact detection 
- Performs well in 
deepfake detection 
tasks 

Disadvantages - High computational 
resource requirements 
- Training very deep 
models is challenging 

- May be less 
accurate without 
proper scaling 

- Computationally 
intensive 
- Challenging to 
train due to deep 
convolutions 

Use in Video 
Tasks 

Extracts multi-level 
features (contours, 

objects, scenes); well-
suited for analyzing 
temporal changes 

Effective for 
processing videos 

with large or 
complex scenes; 
suitable for tasks 

requiring a balance 
of accuracy and 

efficiency 

Excellent for 
detecting 

anomalies and 
artifacts in videos, 
especially useful 
for detecting fake 
videos (deepfake) 



"REAL" class compared to ResNet50. Its performance could be improved through more aggressive 
regularization to avoid the overfitting observed in later training stages. 

Xception, with its use of depthwise separable convolutions, achieved the best results in overall 
accuracy and balance between classes. This suggests that its architecture is better suited for complex 
image classification tasks, with fewer parameters that reduce the risk of overfitting. 

 
Figure 2: Training and Validation Accuracy Trends across 10 Epochs. 

Next, the results were evaluated using accuracy, precision, recall, F1-score, and confusion 
matrices for each model. 

ResNet50 (Figure 3) achieved an accuracy of 81.0% but faced difficulties in classifying the 
"REAL" class, failing to correctly classify any instances of this class, as clearly shown in the confusion 
matrix. This indicates an imbalance in model performance, which, despite high accuracy for the 
"FAKE" class (93% recall), could not accurately classify the "REAL" class. This limitation may be 
related to the network's depth and the need for additional regularization or data processing to 
balance the classes. 

 
Figure 3: Confusion Matrix for ResNet. 

EfficientNetB0 (Figure 4) reached an accuracy of 81.5%, slightly better than ResNet50. The 
model performed better in classifying the "REAL" class with a precision of 0.34 and recall of 0.50, 
representing a significant improvement compared to ResNet50. For the "FAKE" class, the model 
maintained high precision (0.92) and recall (0.86). This indicates that the EfficientNetB0 architecture 
is better optimized for resource-constrained tasks due to its scaling mechanism. 



 
Figure 4: Confusion Matrix for EfficientNet. 

Xception (Figure 5) achieved the highest accuracy among all models—87.7%. This model 
displayed balanced results for both classes, with precision and recall for the "REAL" class at 0.51 and 
0.50, respectively, which is a significant improvement over the other models. For the "FAKE" class, 
precision and recall values were 0.93, demonstrating the model's strong ability to extract and utilize 
important features. 

 
Figure 5: Confusion Matrix for Xception. 

Based on the obtained results, the idea of ensembling these three models—ResNet, EfficientNetB0, 
and Xception—could be a promising direction for further research. Using a combined approach, 
where the strengths of each model compensate for the weaknesses of others, could significantly 
improve the system's ability to generalize and its classification accuracy across a wide range of data. 
Xception, with its high accuracy and stability, could serve as the basis for accurate feature detection, 
while ResNet[20] and EfficientNetB0 could add robustness and computational efficiency, especially 
in resource-constrained environments. These initial observations encourage the development of a 



comprehensive ensemble model, which will be thoroughly analyzed and evaluated in future research 
projects aimed at optimizing detection and classification capabilities for modified images. 

Conclusion 
This study conducted a comparative analysis of three deep neural networks—ResNet, EfficientNet, 
and Xception—for deepfake video detection. The results indicate that Xception proved to be the most 
effective model for classifying fake videos, achieving an accuracy of 87.7% along with balanced 
precision and recall metrics for both classes. EfficientNet also demonstrated high performance, with 
an accuracy of 81.5% and superior results compared to ResNet in detecting the "REAL" class. ResNet, 
despite its stability in training and an accuracy of 81.0%, faced challenges in classifying videos of the 
"REAL" class, highlighting the need for further model improvements when working with imbalanced 
data. 

The application of additional techniques, such as LSTM for handling temporal sequences, helped 
to enhance the accuracy of ResNet, demonstrating the importance of considering temporal 
dependencies in deepfake detection. However, models like Xception and EfficientNet, with their 
advanced architectures, significantly outperformed ResNet in deepfake detection tasks, providing 
more efficient feature extraction and better generalization capabilities. 

For further improving deepfake video detection efficiency, a promising research direction is the 
use of model ensemble methods. Combining the strengths of different models, such as ResNet, 
EfficientNet, and Xception, could create a more robust and accurate detection system. Model 
ensembling can enhance the system’s generalization ability and improve accuracy by reducing the 
risk of overfitting and compensating for the weaknesses of individual models. Future research should 
focus on developing effective ensemble approaches for deepfake detection, which could significantly 
improve results in real-world conditions. 
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