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Abstract
A super-intelligent Al- society should be based on inclusion, so that all members of society can equally
benefit from the possibilities new technologies offer in everyday life. At present, the digital society is
overwhelming many people, a large group of whom are older adults, whose quality of life has been
undermined in many respects by their difficulties in using digital technology. However, this ‘silver segment’
should be kept involved as active users of digital services and contribute to the functioning and development
of a super-intelligent, AI-enabled society. The paper calls for action-oriented design thinking that considers
the challenge to improve the quality of life, with an emphasis on ethical design and ethical impact
assessment.
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1. Introduction

In a techno-optimistic world, digitalization has been seen as the magic wand for the efficiency and
accessibility of public services. Society 5.0, introduced by Japan, refers to a super-intelligent society,
presented as a solution to building a more sustainable society [1], It is a response to societal
challenges, such as rapid and increasing ageing of society [2], [3], The goal of Society 5.0 is to create
a human-centered society in which technological development is truly inclusive. In Society 5.0,
physical and virtual spaces are integrated to improve people's quality of life, for example, in health
care [1],[4]. They enable the generation of e.g., personal real-time physiological and environmental
data, which can be used to actively design people's behavior in society.

Japan is often seen as an example of easing the pressure of ageing demographics. The idea behind
Society 5.0 is to support social well-being and a fulfilling life. Both Finland and Japan recognize the
importance of technology in easing the burden of demographic ageing. However, Japan stands out in
its emphasis on technology and strategic social planning as a whole. The focus is therefore not merely
on technological development, but on social development, where a networked society integrates
digital tools into people's lives: from what information people need and how they position themselves
as customers, to the organization of wellbeing services. To successfully deploy these tools, Society 5.0
will also focus on training people to use digital tools effectively.

Finland has rapidly adopted a ‘radical digitalization’ approach which has involved the transition
of many public services to the digital environment and the disappearance of physical offices. For
decades public discourse has referred to a reasoning that due to the loss of active taxpayers, and
increase in imminent healthcare costs incurred via ageing, alternative welfare measures must be
found [4][5], The widespread digitalization together with the emergence of Artificial Intelligence (Al)
is expected to bring new ways to streamline services and shape the future, particularly through
Internet of Things (loT) solutions and healthcare applications [6].

However, in addition to forcing users or paying customers to actively participate in the delivery
of services - learning and negotiating online systems to ensure a smooth outcome - digital systems
are vulnerable to disruption, error, and fraud. They fail in usability and accessibility planning and are
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vulnerable to cybersecurity risks. They change established ways of acting and operating, and are
often developed separately from the context, the real users and understanding of everyday life.

Studies have found that digitalization has polarized society between capable and non-capable and
the digital divide experienced by older people has grown [7], [8], [9], [10], [11], In addition, as already
seen in recent infamous ethical Al cases [12], [13], [14] [15], Al algorithms can create social risks and
threats. They not only have the power to discriminate and harm (physically, socially and
psychologically), but they can, in their application, change social structures and cause significant
threat to privacy, security, justice and human autonomy. Data leaks, misuse of data, discriminatory
interpretations resulting from inaccurate or skewed data, and excessive direction of service users'
attention and actions. It is already apparent that, for example on social media, older people are easily
duped by various financial and romantic scams [16] [15].

Drawing on thought behind the design of technological products, and the ethics implicated in
particular design and systemic decisions, the current paper focuses on recent developments of
digitalization and its impact on the quality of life of older people. We look at the digital societal
transformation and ethical issues arising in an evolving technological landscape. In this landscape
relationships between humans and technology are rapidly changing from agent-user and object-
system to agent-system and increasingly object-users (e.g., via data collection). We observe the
tensions between the logics of ‘forced digitalization’ and attempts to maintain wellbeing among an
ageing population.

The ideal of Society 5.0 challenges current design thinking. The transition from traditional
technology-intensive design thinking to genuinely holistic design paradigms, where human life and
improving its quality are taken as the main goal of design, requires a renewal of design thinking. In
this paper, we discuss the nature of the new approach to designing the lives of older citizens.

2. Infiltration of digital technology in everyday life

Digitalization has increased in all sectors of society. For example, the health and wellbeing sector has
moved towards the digitalization of many services. These include e.g., appointment self-booking,
assessing symptoms and service needs, non-urgent communication with professionals, digital
questionnaires, coaching, recording measurements (health and fitness data), renewing prescriptions,
and reviewing personal data. These emerging digital systems, together with the integration of Al, are
anticipated to provide a better customer experience. From a practical and economic perspective,
benefits are predicted for both customers and healthcare professionals [17],

In Finland, the digitalization of public services is a national effort [18] [17], With increasing societal
pressures to support older adults in living as independently as possible, many initiatives in remote
and digital healthcare have been implemented. For instance, a reform of public social and healthcare
services took place in 2023, when the responsibility for organizing services was transferred from the
municipalities to 21 established self-governing wellbeing counties [19] [18], The initiative was an
attempt to hinder the pace of the rising expenses faced by the current conditions of an ageing
population and economic uncertainty. The use of technology and digitalization of services was seen
as an essential part of this development.

Yet, despite these initiatives, the role of technology in the areas of care and wellbeing has much
been debated across international scholarly fields including gerontology [20] [19], sociology [21],
health sciences [22], psychology [23] [22], and ethics [23], Questions pertaining to the role of
technology, and particularly in the addressing of social and psychological needs, are becoming ever
more imminent. This is not purely based on technological development itself, but alongside the
current climate of uncertainty and conditions faced in a world where state financing of health and
social services is becoming ever more limited.

As the world turns more unstable, infiltration of digital technology in human life is becoming ever
rifer. Trust becomes an immeasurable commodity when the foundations of the understood world
(how people experience the world) are balanced upon digitally based information systems [27],
increasingly enabled by Al [28], Trust in decision-makers and application providers is thus a
prerequisite for the acceptance of technologies for older people, and for ethically and socially
sustainable Al deployment [29], Trust, however, can erode on numerous dimensions ranging from



 

the ability to use the systems, to the quality and accuracy of information, and intentions behind the
technology that is developed and implemented [30] [29].

3. The silver segment  struggles with digitalization

The silver segment, or silver economy, is a term used to describe the growing population of
individuals aged 55 years of age and over, who aspire towards a ‘good life’ [31], ‘Silver segment’ refers
to the aging population of 55 years old and above who are active and engaged in society, equipped
with wealth, experience, and purchasing power. This market segment, the ‘silver economy’, is seen
as important for businesses as very attractive and promising [32] [31], However, it is still very
underdeveloped in terms of product and service offerings [33].

Although people in their 60s and 70s are generally comfortable with digital devices and
applications, it is not always easy for them to take up digital services, particularly the ones required
for living and participating in a welfare society. Members of populations aged 55 years old and above
were not born and raised using personal computers, Internet, mobile IT, and artificial intelligence
[33], They remember times of landline telephones, dial up Internet modems, and paper archives. The
silver segment belongs thus to a completely different generation of technology users than the
generations that will follow them. The technology generation view [34] means that their
understanding of how technologies (current and future) are used is built on knowledge of the
technologies that were typical of their generation in young adulthood [34] [33], Typically, this was an
era of tangible on-off user interfaces.

The COVID-19 pandemic ironically triggered some positive effects in the rapid digital technology
uptake due to individuals of all generations wanting to maintain social contact [35], Yet, increased
interaction with connected digital systems also introduces new problems such as vulnerabilities to
cyber-crime, disinformation, and misinformation [36], Aspects such as multiple applications and
platforms, frequently updating software, cyber secure authentication, and security awareness, as well
as basic usability of everyday digital systems pose major challenges [37] [36], increasing technological
anxiety [38] [37], Reasons for not using digital services include problems e.g., with vision, physical
and cognitive functioning, living in remote areas and lack of support [39], These challenges cause
divides between people as well as between individuals and services [40] [39], While increasingly more
older people utilize digital technology, there is no guarantee of the level of digital literacy (the ability
to critically read and evaluate digital content [41] [40], in an era of rapid content advancements - many
of which stem from developments in Al.

From a social perspective, disadvantages are not only experienced among the elderly, and this is
not simply a ‘technology acceptance’ challenge. Rather, in addition to providing functional, civic and
utilitarian operations, public and societal services have also fulfilled a social role. For instance, while
directing individuals towards their digital devices to remain home longer and receive services that
were formerly carried out by other human beings seems like the ideal economic solution, the social
component of service exchange immediately is lost. What happens here is twofold: 1) the very act of
losing this person-to-person contact means increased physical and social isolation among the elderly;
and 2) the functional aspects of the person-to-person contact, i.e., contextual awareness, human
intelligence, intuition and the ability to flexibly problem-solve on behalf of clients, means increased
anxiety and stress when engaging with self-service systems [42], [43], In other words, when there is
no one around, who can be asked? Another concrete ethical aspect that arises during this time of
inflated prices coupled with radical, self-servitization pertains to where private individuals’ money is
going.

As described above, Finland is aiming for a situation where half of all basic services can be
delivered remotely using digital services by 2025 [44] [43], Digital technologies can play an assistive,
compensatory, and enabling role in the lives of older people, allowing them to live independently and
safely at home, thereby reducing public health expenditure. The intense digitalization of core services
in society, however, has led to the demise of many traditional face-to-face services and shift to online-
only services. At the same time, at least 39% of Finns need frequent help with the internet or digital
devices [45] [44]. When technology is difficult to access, some people may be left on the sidelines in a
way that does not reflect the principles of a welfare or wellbeing society (where the quality of human
life is valued). For those who can use remote services, concerns include the rise of cybercrime and the



 

use of scams to hack into people's banking and identity numbers. Finns lost more than €32 million to
digital scammers in 2022 [46] [45], Practice has shown that people's sensitive health data has even
been used as a tool for extortion. Senior citizens are particularly at risk.

For the ageing population, there can be many problems in embracing digitalization, even if an
increasing number of individuals are interacting with digital technologies daily. Problems with
sensory functions, memory and cognitive functioning, physical capacity, and self-direction can
prevent or make it difficult to use digital services [47][46], Many people feel that they are unable to
manage their affairs through digital services in the same way as during face-to-face encounters.

In addition to everyday services that can be purchased and used independently, the combination
of digitalization and Al will also enable the monitoring of older people in their homes by public actors.
As the pressure to emphasize home care is increasing, public actors are considering the use of new
monitoring technologies and Al applications. Sensor technologies together with Al offer new
opportunities for 24/7 health and functioning monitoring at home. Combining Al and health data
provides an opportunity to use technology for disease prevention, early detection of symptoms and
optimal care of home care clients [48] [47],

An increasingly common scenario is where sensor technology is installed in an elderly person's
home, enabling a smart environment to be built that collects information on how well the resident is
performing their normal activities. This data, along with many other devices that collect well-being
data (such as smart mattresses and well-being bracelets), can be used to detect and visualize
fluctuations in the resident's activity level and to see acute or gradual changes in their daily habits.
This data complements traditional health information and provides a holistic view of a person's daily
performance. Yet, once again from ethical and privacy-related perspectives, we encounter issues that
have been raised for decades regarding ‘assistive technology’ for the ageing people [49], These include
considerations of human dignity, autonomy, and the right to be left alone, as well as questions on
control over one’s own life [48], [50].

4. Regulation and informed consent procedure alone are not enough
to guarantee the ethical use of Al

The use of registers and electronic health record systems in research, healthcare, and government
databases to develop Al services offers countless opportunities to address research and innovation
issues related to the well-being and functional ability of older people. Data collection is increasingly
needed for e.g., proactive health monitoring, where the aim is to provide a more accurate assessment
of a person's functional capacity, behavior as well as communicate information about vital
circumstances (i.e., falling, unconsciousness, location etc.). The maintenance of a register is usually
required by law and the processing of data by a public authority cannot be based on the consent of
the data subject.

The aim is to collect huge amounts of data from multiple data collection sources upon which digital
AI-driven systems can adapt, adjust, and tailor output and assistance that is appropriate for specific
situations and individuals in question [51] (whether ‘user’ or ‘non-user stakeholder’). The collected
mass data (big data) is aggregated and processed to offer a holistic picture of situations and
circumstances in question. This is more effective and detailed than utilizing data that has been
collected for a single purpose and by an individual application. The more data, the better services can
be designed and targeted to individuals. In addition to data collected by public registrars, there will
be an increasing need for data collected by individuals themselves on their wellbeing. If, on the other
hand, people do not see the collection of data as important, are not able to use the necessary devices
or applications, or do not trust the ability of data authorities to treat data confidentially, development
will not proceed as expected.

The collection and analysis of mass data in preventive health care brings new perspectives to the
concept of informed consent [52], The resulting data can be used for a variety of purposes, and
individuals do not always know how their data is being used, even if they have legally given consent
[53], Among other things such as ensuring understanding and vigilance while reading or receiving
the privacy information, the difficulty in giving 'informed' consent is that even the data collector may
not know in advance all the purposes for which the data will be used.



 

 

As there is confusion regarding the interpretation of the laws on primary and secondary use of
health data, the European Health Data Space EHDS [54] in Europe aims to clarify this and contribute
to addressing the challenges of accessing and sharing electronic health data. A legislative proposal
adopted by the EU Parliament in April 2024 will allow national legislation to provide further
elucidation. The benefits of EHDS include empowering individuals to manage their health data,
supporting the use of health data to improve healthcare services, research, innovation, and decision-
making, and providing the EU with the means to safely harness the potential for the seamless
exchange, use and re-use of health data [54], Finland is a pioneer in the secondary use of social and
health data and in 2019 established a data authorization authority for the social and health sector
(Findata) to provide guidance, grant permits for secondary use of social and health data and to ensure
that the aggregation and sharing of authorized data takes place in a secure manner [55],

Regulatory compliance and informed consent appear to be feasible steps towards designing for
privacy and ethical data engagement. However, they are not enough to describe to users and other
implicated stakeholders what kinds of data collection is allowed or justified, and why certain types of
data are collected. This regulatory approach serves as a seeming safeguard yet does nothing to explain
how the data is processed, used (or sold), and how the user or stakeholder may be affected by the
collection and use of their data. This is where the paradox comes into play - to provide better, more
accurate, more efficient, and relevant services for individuals, the systems need to collect and access
more data. However, the design challenge is, how to access and use this data without infringing on
an individual’s privacy (i.e., gaining access to domains of a person’s life of which they do not want to
disclose), and, in a way that will protect their identity, autonomy and integrity. This may be
challenging in cases of assistive technology in the home or elderly care facilities, particularly if an
individual is deemed as incapable of making authoritative decisions over critical areas of their own
life (i.e., in cases of memory illness). In the following, we discuss ethical design of AI-enabled systems
for the silver segment.

5. Ethical design of Al-enabled systems for the silver segment: basic
questions

Digital and Al services for the silver segment is characterized by a systemic whole, where different
actors are interconnected within socio-technical entities. Resonating with the sociological Actor
Network Theory [56] this web-like effect of contemporary online systems means that everything is
dependent on and affects everything else in some way or another. What may seem like a small glitch
such as a usability error in the homepage of an internet banking system, may result in people losing
trust and finding alternative banks or means of operating their finances. Therefore, when designing
digital and Al services consideration must be placed on the complex and dynamic interactions
between technology, service providers, older people, and society, how technology affects these actors
and how the new Al culture will change human ecosystems. In the following, we consider two
fundamental questions relevant to design, which emphasize an understanding of the term ‘good life’
- everyday life that is ethically good, well-balanced, fulfilling and in which all basic and higher needs
are met in some way [57], [58], These are: i) How to use technology? and 2) How can the use of
technology be governed?

5.1 . How to use technology?

The first approach emphasizes bridging the digital divide by investigating socio-technical solutions
that have the potential to overcome obstacles related to usability, user experience, and from there
privacy and security issues. A valid approach to better embrace the digital divide is action-oriented
user interface design [59], Action-oriented user interface design focuses on developing user interfaces
that enable people to use the technology in question smoothly and easily. Thus, design is transferred
from artefact and system design, towards action and interface design - what actions are needed (by
person and product) to achieve certain goals?

Technical artefacts, user interfaces and ubiquitous technologies should all support the
achievement of the functional goal as well as possible. In line with the Society 5.0 ideal, action-



 

oriented design helps understand how people can best use particular tools (technologies) at their
disposal. Thus, Al as a tool may be instrumental in bridging the usability gap for ageing individuals.
Yet, as mentioned earlier its implementation may lead to bigger problems relating to e.g., data
vulnerabilities. This is why focus on how technology can and should be used is paramount. For, it is
not the issue of whether a device or system is available and can be used, it is whether or not it should
be used in particular actions.

The needs of an ageing population underline the importance of user interface design. Age-related
changes in physical and cognitive ability mean that digital terminals, typically with small
touchscreens and requiring password remembering, are difficult for many older adults to use. As we
age, our brains age and our senses deteriorate, which means that it takes longer to learn new things.
Thus, achieving an outcome should not cause unnecessary stress for the user and design outcomes
should motivate people to use, learn, or recommend them. At best, digital services should improve
the quality of people's lives, rendering them essential for fostering a ‘good life’. However, as pointed
out earlier, the design of accessibility and usability of digital services often falls short. Not all older
people have the access, capacity or means to use digital services. This raises issues of discrimination
and inequality. In the worst-case scenario, service development will further widen the already
existing digital divide, leaving older people excluded from society and services.

In action-oriented user interface design, ethics plays a specific role at different stages of the design
process. In defining human actions and the components of those actions that are related to achieving
specific goals through the interface of digital artefacts, they must be ethically acceptable and aim to
improve quality of life. By this we mean, that design accountability must address how the interface
works and affects the output of the technology and what it is designed for (intent and motivation),
and how it can potentially be misused - is the technology vulnerable to use by those with ill intentions
at the expense of a good life? The positive ethical aspects of new action approaches should thus be
tested at several levels. New practices should genuinely improve the quality of life of older people by
eliminating foreseeable disadvantages or opening new possibilities. It is essential to check that the
silver segment can easily use the new interfaces and action models, and that the main processes and
their subprocesses meet techno-ethical standards [30], An activity is only ethically acceptable if all
the sub-actions are ethically acceptable.

5.2. How can the use of technology be governed?

The second question concerns the idea that the development of digital services and Al-powered
systems should be based on understanding how people can and wish to live with technology, not only
how to use it. Designing digital and Al solutions must consider the life of older people in a holistic way,
reflecting on the good life [57]. Anticipating the impact of Al and digitalization in everyday life is not
only a task for developers, but also an essential part of the work of policymakers. It is important to
look at Al in a wider socio-technical context: through the short and long-term impact of Al on older
people's daily lives. Current public policies do not sufficiently prevent the social risks and threats
posed by Al [60], Public administrations should develop the capacity to anticipate and identify Al
risks in a holistic way and respond to emerging problems in an agile manner. Responsible public
governance guides Al developers and users to ensure that Al delivers for the common good of
individuals, communities, and society as a whole. Digitalizing services and increasing utilization of
Al challenges public authorities to rethink governance mechanisms so that the need for adoption and
implementation of ethics and human rights into policy-making and organizational practices can be
fulfilled.

To maximize the positive impact, public institutions should be supported to foster fair and
transparent processes to harness Al ethically for the common good. This includes inclusion and
empowerment, involving the relevant social actors in an ongoing, open dialogue on desirable and
undesirable outcomes, and providing civil society actors with the necessary skills to understand key
aspects of ethical use of Al [61], [62], Inclusion in the design process promotes empowerment, which
suggests that older people are relevant “co-producers” of life quality [48], [63], The important
questions here pertain to the influence on and participation in a socially just distribution of services.
Empowerment goes hand-in-hand with “new consumerism”, where the silver segment is seen as
autonomous consumers with different needs and differences in lifestyles. Here, the individual’s right



 

to pursue their own interpretation of happiness and quality of life is a core idea, which in turn,
highlights the issues of autonomy and control, as well as issues of fairness and just distribution.

Leikas et al. [64] present a framework for designing ethically acceptable public services for older
people. The approach is based on three steps complementary to each other: (A) Assessment of change
needs in service production; (B) Value mapping of services; and (C) Ethical assessment of service
production (Leikas et al. 2020). The first step, assessment of the change needs in service production,
is carried out with a cross-section of stakeholders. The idea is to build a shared understanding of
future challenges and ethical issues related to acceptance, delivery, and exploitation of emerging
technologies in a specific context. Here, relevant stakeholders, their roles and the goals of actions are
identified, as well as expectations for future technology.

In the second step, the focus is on understanding a service context and ecosystem from the point
of view of fulfilled, lost and new values [65], This helps actors in embedding responsibility and ethics
into the core of the business model through improved understanding of the value proposition. The
third step is to understand what ethical principles and values should define the boundaries of the
technology. This deliberation can be carried out with the help of a socio-technical scenario, a
discussion tool to capture the different relevant aspects of the service, actors and technology bound
to the scenario [66], Socio-technical scenarios can also be used to broaden stakeholder understanding
of different roles in shaping the future, as well as awareness of stakeholder interdependence [67],
With the help of scenarios, it is easier to operationalize ‘good’ in the design concepts from the point
of view of actors, actions and goals of actions, and thus systematically assess the ethical value of the
design outcomes [68],

In the public sector context, as can be seen from the example of home monitoring technology,
ethical questions are raised by the systemic nature of services. A technology-enabled service scenario
for older people may involve both formal and informal care and multiple stakeholders: home care
staff, technology company employees, caregivers and service organization representatives. This
raises questions of integrity, autonomy and personal privacy of an older person. [64]

6. Discussion

The pursuit towards an Al society and the socio-technical changes it will bring challenge
technological design thinking to evolve and respond more comprehensively to the needs of an
increasingly technological world. When it comes to technology uptake, there is still a lack of
knowledge regarding digital wellbeing, its promotion, maintenance, and balance in this unfolding AI-
driven digital landscape. Knowledge on potential ethical issues and clear visions are needed to guide
the choice of technological ends [69], This should be based on the core values of the welfare society:
inclusion, openness, trust, and equality [70], Failure to understand and account for the ethical
implications of techno-social intervention can result in greater societal costs and ill-being in the long
term.

From the perspective of the silver segment, the development of a digital, intelligent society as
described in Society 5.0 is not only a solution to the cost and resource problems of an ageing society,
but also an important ethical issue of inclusion. This is due to the fact that it can enable older people
to participate in society as equal and active members. Society as a whole will benefit: the life
experience and tacit knowledge of older people in several areas of life is a resource that we cannot
afford not to exploit.

Can the digital divide ever be bridged? It is a mistake to assume that only older people have fallen
into the digital divide and young people are digital natives. For many young people, too, using search
engines, for example, can be problematic. Although some of the new capabilities of Al may be able to
replace and improve previous user interfaces, for example with the help language technology [71]
there will be those who, for one reason or another, do not have access and will be left behind.
Understanding new technologies such as Al will require effort and learning for everyone. It is the
role of society to ensure that citizens of all ages have the opportunities, support, and tools to do so.
If, on the other hand, digital services are difficult to use because of poorly designed user interfaces,
inappropriate (unmatching) logic, and shady algorithms because of a lack of concern for people of all
ages, including older people with deteriorating physical and cognitive abilities, this is unethical and



 

 

 

 

 

 

 

 

 

 

morally unacceptable. Those who decide on digital services must then focus better on service design
and consider the lifestyles of older people in a holistic way.

Coeckelbergh [72] talks about digital humanism, which aptly illustrates the ultimate aspiration of
designing for good life. The aim is to develop an intelligent society in harmony with humanistic
values, striving for a good life and democracy. As we have shown in our arguments on ethical design,
this requires effective dialogue between service developers and public authorities and the inclusion
of older people in the debate. A forward-looking, ethical and inclusive approach presented in this
paper, ensures that the needs of older adults as well as future society are met in a socially sustainable
way.
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