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Abstract
In the mainstream media, concerns are voiced about the potency of AI as a threat to humanity. Some of the
academic literature that gives credence to that threat, does so in reference to posthumanism, where we find,
besides conceptional tools for thinking technology in an indeterministic way, also an appeasement towards strong
AI. This paper’s aim is to demonstrate that a possible threat by AI does not come from the alleged attainability of
autonomous, cognising machines. Starting out from the conception of technology as a socio-material arrangement,
if becomes clear that AI, like any other technology, is socially performed. What is more, supposedly autonomous
machines run on algorithmic, linguistic, written code, as I show in an analysis of computer language as Derridean
writing. As such, they are extensions of human cognition. To proclaim machines conscient and autonomous, is
hence not just misleading per se, but disguises the human agency that uses the AI-autonomy as a proxy.
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1. Introduction

In recent headline news, governments and business leaders described AI as an "extinction-level threat"
to humans[1, 2], and warned that drastic regulation will be necessary[3]. That media discourse attained
credibility through news of a ’founder figure’ resigning from a senior position with a leading player in
AI due to "growing dangers from developments in the field"[4], compounded by governments turning
to ’AI experts’ for policy advice[5].

The discourse on AI as a threat to humanity, is reflected in computer science’s increased interest in
ethics in technology. Along with the growing understanding for the ethical question in technology
development, comes a desire to understand the social impact of emerging technologies like AI. The
prognostics cover a wide range from cautious analysis[6] to more outlandish takes on the subject[7].

Reflections on that discourse in a particular segment of computer science, seem to be rooted in a
literal interpretation of some posthumanist concepts pervading academic writing on AI and ethics.
Besides conceptional tools for thinking technology in an indeterministic way[8, 9, 10], Posthumanism
provides an argument for the advent of strong AI and, what is more, a sense of appeasement towards it,
for example in N. Katherine Hayles’ works[11, 12, 13, 14].

I aim to show here that the discourse on AI is rooted in two mutually exclusive rationales. Separated
by a fine line, we have the question of how we do AI on the one side, and what AI does to us on the
other. I will argue, that the latter question is based on a misconception of technology and that the
posthumanist argument for AI as a conscient other, as contended by Hayles, is based on a logical fallacy.

For Hayles, the human tradition is just a necessity to allow the emergence of the posthuman through
a conceptualisation of intelligence as co-produced with intelligent machines. There are no essential
differences or absolute demarcations between bodily existence and computer simulation. This "privileges
information over materiality, considers consciousness as an epiphenomenon and imagines the body
as a prosthesis for the mind"[11]. Hayles states that "cognitive technologies are now a potent force
in our planetary cognitive ecology" and that there are "rapidly escalating complexities created by the
interpenetration of cognitive technologies with human systems" The two last tenets, for Hayles "are not
debatable[sic]"[14]. She further insists that there are technical systems that are autonomous; that there
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is cognition in technical systems; and limited human decision power in such systems. These notions
are not uncommon in posthumanist thought, as recent overviews confirm, some of them acquiescing to
the logical consequences of such thinking[15, 16], some exercising it as a conceptual possibility[17].

Although I do not concur with the type of criticism of posthumanism that aims to defend the
Enlightenment at best[18], and white male hegemony at worst, I still attempt to draw attention to what
I see as a weakness in Hayles’ argumentation that underpins the current discourse according to which
computational machines could be autonomous to the extent the media portrays. In contrast, I assert
that the reliance of computational machines to run on algorithmic code makes the concept of technical
autonomy as a cognising other logically impossible: Through language, machines are extensions of the
cognitive practices that constitute the language they run on[19]. The computer is to the brain what the
hammer is to the hand. To understand this simile in the way intended, it will be necessary to provide
a bit more background on some of the subjects I discuss in more detail in my thesis[19]: Firstly, the
relation between tool and body, and secondly, the relation of the body (as a tool) to other bodies.

1.1. The Body — Tool — Machine Gradient

As fellow musicians and colleagues in the performing arts would agree — the notion of the body as an
instrument, and reciprocally, tools as an extension of the body, is essential part of (musical) practice.
Based on that, I define the difference between a tool and a machine as the degree of motoric engagement
of the body in the tool and its absence in the machine.1

This gradient of bodily involvement is not one of an increase in technical complexity – the technical
complexity of the human body is high, for some tools it is low, for many machines high again. What I
suggest is, that the gradient is one of agency. At first this might be misleading, as it insinuates a decrease
in human agency towards the machine-end of the gradient. My hypothesis, however, is that we are
looking at a displacement of agency, rather than a replacement, and an increase in agentic complexity, a
multiplication of agents.

1.2. Socio - Material Arrangements

In On the Mode of Existence of Technical Objects[21], French philosopher Gilbert Simondon describes
technology as something ontologically distinct, motivated by something akin of empathy for technical
objects: "It is important that the technical object [. . . ] remains an instrument, even a friend, in our
relation to the world” as he stated later in an interview[22]. Importantly, Simondon saw autonomy in
technology not primarily as a technical feature: "Automatism, and its utilisation in the form of industrial
organisation, which one calls automation, possesses an economic or social signification more than a
technical one."[21]

Bruno Latour, using Simondon as an important source, goes one step further and disentangles the
technical from the technical object2 as something the technical mode of existence "leaves in its wake"[23],
opening conceptual approaches to understand the technical as entirely performative. American Anthro-
pologist Lucy Suchman emphasises the performative nature of technologies by describing (seemingly)
autonomous machines as socio-material arrangements[24]. And software exemplifies the socio-technical
nature of machines like no other: Every line of software code, no matter how many times it has been
run, has been written by humans, and what is more, not by one human alone, but by a community of
programmers, developers, inventors, hardware designers and participating users. However automated
a machine is, deployed by human actors, its cognising agency is human — a social practice. In the
following section, I will assert, by example of Hayles’ argumentation, that autonomous cognition in
machines, far from being "not debatable", is a non sequitur.

1If we suppose that the gradient that links the body to tools is the same as the one linking tools to machines, Marcel Mauss’s
"Techniques of the Body" provides the missing link[20].

2For a longer critical discussion on that disentanglement, see my thesis, p. 80 and pp. 83-94 [19]



2. Code as Derridean Writing

If AI is a tool like any other technical tool, and as such, not a cognising other but an extension of our
embodied cognition, then the dangers of AI lie with what we do with AI. On the contrary, if it can be
logically argued that the cognition in AI is not human, then it is possible that AI does things to us. As
a working hypothesis, I propose that through code as computer languages, and algorithms written in
such languages, computational machines, effectively, are linguistic devices and hence have grammar,
syntax, and semantics just like natural languages. They are a system of human meaning making.

In[12] Hayles argues that computer languages are not languages in the sense of natural languages,
which consequently makes it possible to argue that the meaning making in computational machines is
disconnected from human meaning making. Yet, as I discuss elsewhere in more detail[19], a linguistic
analysis shows, that computer languages indeed do constitute languages, and in particular, constitute
Derridean writing, based on French philosopher Jacques Derrida’s work On Grammatology[25]. Here a
summary of my argumentation:

Derrida adopts from Saussure the binary oppositions that all speech or text has to articulate if it
intends to make sense[26]. Herein lies a conceptual analogy to binary code: on the technical (procedural)
level, all code works in a similar way, and the complexity of sense-making can be explained through
the proliferation of multiple simple structures. The complexity or limitation of meaning lies not in the
binary opposition in sense-making, but in the complexity of the available signal-paths.

In Umberto Eco’s Watergate Model[27] signal paths link the watergate of a conveying system, with a
control station downstream, the conveyed system. The code is what connects them, element by element.
The elements of the former become the expression of the latter, and the latter becomes the content
of the former. For Eco, there are no signs, only sign-functions. This defines the difference between a
signal and a sign: "A signal is a pertinent unit of a system that may be an expression system ordered to
a content but could also be a physical system without any semiotic purpose” A signal can be entirely
free of meaning. But when the signal is recognised as an antecedent of a foreseen consequent it may be
viewed as a sign.

Writing, for Derrida, leaves traces. What is written, remains, and can be transported, read later,
spoken, activated, compiled, executed, debugged, updated, or left to (code-)rot. One essentially Derridean
aspect of this type of universal writing comes from the notion of différance, an intentional misspelling
of ‘différence’, which Derrida uses to indicate firstly, that by writing the word differently (as a grapheme)
there is an additional meaning to the conventional understanding of the word when we hear it as a
phoneme (they are pronounced exactly the same way). Secondly, he means to indicate the double
meaning of the French word ‘différer’ which translates to differ as well as to defer. Différance in the sense
of to differ stands for the binary sense-making encapsulated in Saussure’s linguistic sign. Différance
stands for defer, however, to indicate that meaning can be deferred through chains of signifiers, and as
a grapheme, in particular, also postponed.

Therefore, computer language and written natural language do not conceptually differ. Furthermore,
due to Iterability, is is possible for a written text to remain readable after the person who wrote it is
gone [18]. It can also be taken out of its original context and, when reiterated, work in a different
context. The writing itself remains, it is a trace. That a sentence means something entirely different
according to whom to, when, and how I say it does not change the literal text, the code. Further, Derrida
insists that "there is nothing outside context", so the signifier’s conditio sine qua non is context. Hence,
computational machines are linguistic systems, congruent with Eco’s Watergate-Model. The code they
run on is iterable in a Derridean sense, and can be deferred to another place and time.

Yet Hayles concludes that computer languages are not languages in a Derridean sense using the same
sources, (Derrida and Saussure), based on the claim that iterability could not be applied to code, "where
contexts are precisely determined by the level and nature of the code. [. . . ] Code may be rendered
unintelligible if transported into a different context—for example, into a different programming language
or a different syntactic structure within the same language"

And here lies the fallacy of the argumentation for an autonomously cognising computational machine:
The assumption, that in computer languages, in contrast to any other languages, meaning could be



hard-coded into the signifier. But this is not the case: The whole machine, including its "dependencies",
like operating system, hardware, and firmware constitute the code (the signal-paths of the watergate),
and hence are part of the iterable writing, part of the signifier, the trace. Hayles implies that for code to
constitute writing in a Derridean sense, the code would need to be understood by any system. But this
contradicts Derrida by implying that code, as the signifier, should mean the same (rather than simply
be the same) in every iteration: The signified would need to stay constant while the signifier changed
through iteration — neither true for code nor natural language; a text in French written 200 years ago
means something slightly different if read today. And its meaning might be opaque but readable for
Italians, but unintelligible to most English speaking people.

Only through a muddling of signifier and signified is it possible to argue that the meaning making in
computational machines is in any way disconnected from the meaning making of the human agent(s)
deploying, building and activating that machine. What is more, the fact that machines, just like language
and any other type of code, need performing — relational activating, to make meaning, makes the point
even more salient that we do AI, and AI is not actually able to act on us.

The (directional) process from an antecedent to a consequent, a subject broached in the description
of the watergate-model, is instrumental in meaning making. For meaning to be constituted, there needs
to be an antecedent and a consequent activated through code which runs.

3. Cognition at run-time

Computational machines need to be powered up, they only work at run-time. Consequently, if machine
did something that could equate to cognition, it could only be while they run. So, one could argue
that run-time as motor action is a precondition for cognition[28]. Reversely, it means that every entity
that runs could in theory, potentially cognise. On this basis, motor-neural activity is enough for basic
cognitive activity. To contest this would be anthropocentric, humanist exceptionalism.

The above might seem to support Hayles’ thesis of nonconscious cognisers[14], that implies that
many nonconscious entities, for example plants, have (limited) volition through cognition (they react to
stimulus and adjust their actions accordingly). Yet Hayles’ inclusion of technical systems as cognisers
happens on the basis of the logical fallacy that computational machines running on code written by
humans can be ontologically disconnected from human meaning making.

Nota bene there is no problem in itself if machines have cognitive abilities; we could interact with
them, more or less aptly, like we do with other cognitive beings we encounter. The problem is precisely
that it is not the machine that has the cognitive ability when running on code written by humans.
With the claim that machines can act autonomously, we are up against somebody’s agency, a person or
persons whose intentions are not necessarily clear as we are negotiating with a proxy. To recognise
human cognition in computational machines is not anthropocentric. But to deny it is: Counterintuitively
maybe, if we follow Hayles’ argumentation that the cognition in plants and in computational technical
systems (running on code) are the same in kind, we accidentally anthropomorphise all non-human
entities, rendering most of posthumanism’s rationales moot. To emphasise the intertwining and the
interdependencies of entities in a multimodal world with the motive to promote inclusion and respect
for non-human actants is only sensible when we recognise our own agency and its consequences in the
technical objects we deploy.

4. Concluding Remarks

Returning to the two types of AI discourse, I tried to make the case for the type of question that asks
how we do AI. And that the question of what AI does to us misses the point in a way that renders AI
into a Trojan horse, using AI as a proxy agent by proclaiming AI autonomous. But who is to gain from
such an endeavour? — Some answers to this can be found in[6], where the authors meticulously show
how the bias of the AI in question, a large language model chat-bot, favours the existing hegemonic



viewpoint. Saying so as an employee of a big player in AI, cost one of the authors, Timnit Gebru, her
job.

It has been suggested that my line of reasoning (that the linguistic nature of code exposes the fallacy
of AI autonomy) may only apply to simple, if/then type of algorithms. In response I feel tempted
to suggest that, respectively, linguistics, thence, could only apply to simple, if/then type of meaning
making in language. Much to the contrary, even for quantum computing, sense-making and algorithmic
processes rely on the binary oppositions that all speech or text has to articulate[26]. Let’s re-iterate
here that the complexity or limitation of meaning lies not in the binary opposition in sense-making,
but in the complexity of the available signal-paths. This applies to code as much as to natural language.
Actually, it is precisely for the most evident application of "AI" concepts — chatbots based on large
language models like ChatGPT, where a linguistic approach is key to understand what the technology is
actually doing: For AI developer Timnit Gebru and linguist co-author Emily Bender et al., the realisation
that no understanding takes place in chat-bots, and that hence the meaning making is entirely human,
is key: "languages are systems of signs, i.e. pairings of form and meaning. But the training data for
Language Models is only form; they do not have access to meaning."[6]

I hope I have shown here that the conception of machines — and computational machines in particular
— as socio-material arrangements allows for an understanding of the technical as a social practice we
actively perform. To think of machines deployed by us as cognising other is a logical fallacy in view
of the linguistic nature of program languages and code. I am not disputing the potential dangers of
technologies, nor questioning their possibilities. But I contest the deterministic conception of technology
that attributes the dangers to the technology itself. The harms and dangers of AI are the direct result of
(sloppy) human thinking, not something we can blame AI for in lieu. To attribute agency to an external,
deus ex machina may be convenient for the hegemony that profits from doing so, but it is a cop-out
from collective responsibility. So we need to rethink the way we develop AI. This insight resonates with
Hannah Arendt’s ethical imperative to “think what we’re doing”, to not rely on “artificial machines
to do our thinking and speaking”. Failing that, we are “thoughtless creatures at the mercy of every
gadget which is technically possible, no matter how murderous it is”[29]. That the agency in AI is not
autonomous but an extension of human cognition, provides a trojan horse for whoever is controlling
the machine.
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