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Abstract
As Artificial Intelligence becomes increasingly integrated into healthcare, it is essential for medical professionals
to understand the ethical implications of these technologies. This paper proposes the creation of a specialized AI
ethics course tailored specifically for healthcare professionals. The course utilizes an innovative framework that
combines the interactive capabilities of OpenAI’s ChatGPT-4o with the comprehensive learning management
features of the Moodle e-learning platform to deeply engage with complex ethical dilemmas in AI. This hybrid
approach aims at ensuring that healthcare students and professionals not only gain theoretical knowledge but
also develop practical skills in ethical decision-making, empowering them to navigate AI-related challenges
in healthcare responsibly and effectively, while maintaining the highest standards of patient care and ethical
practice.
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1. Introduction to AI Ethics Education in Healthcare

The rapid advancement of Artificial Intelligence (AI) in healthcare has revolutionized the way medical
services are delivered, offering unprecedented opportunities for improving patient outcomes, enhancing
diagnostic accuracy, and streamlining clinical workflows. Moreover, AI-driven tools from predictive
analytics to personalized treatment recommendations, are becoming integral components of modern
healthcare systems [1]. However, these technological innovations arise significant ethical challenges
that must be carefully navigated by healthcare professionals.

Despite the critical importance of ethical AI in healthcare, there is a gap in formal education on this
topic for medical professionals. Many healthcare providers and researchers may lack the necessary
training to fully understand the ethical dimensions of AI, leading to challenges in its responsible
implementation. To address this gap, there is a growing need for comprehensive education programs
that integrate ethics into AI healthcare training, ensuring that medical personnel are prepared to make
informed, ethical decisions in their practice.

In addition, digital and AI technologies are significantly increasing their importance within the
educational processes and techniques [2, 3, 4].

Therefore, in addition to “education for AI”, which is the focus of this workshop and paper—specifically
addressing its implications in healthcare — there is also the challenge of the growing role of digital
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technologies and AI within educational processes (“AI in education”).
Although we see a necessity to analytically distinguish these two fields, they are integrated in practice

and reality, as they often involve similar and interconnected ethical risks and opportunities.
This paper proposes the development of a course on ethics in AI healthcare education, specifically

tailored for medical personnel and students. The course is designed to be delivered through an innovative
framework that integrates the interactive capabilities of Large Language Models (LLMs [5], specifically,
OpenAI’s ChatGPT-4o [6, 7]) with the versatile e-learning platform Moodle.

2. The Importance of AI Ethics Education in Healthcare

The state of the art in ethics education for AI in healthcare emphasizes the need for comprehensive
frameworks that integrate ethical principles into the rapidly evolving field of AI-driven healthcare
solutions. Recent literature highlights the importance of combining ethics with practical applications to
address the unique challenges posed by AI in healthcare settings. TheWorld Health Organization (WHO)
has called for cautious and ethical implementation of AI technologies, particularly in ensuring that
these tools respect patient autonomy, privacy, and fairness while enhancing diagnostic and treatment
processes. The WHO emphasizes that the integration of AI in healthcare must be guided by ethical
principles like transparency, inclusion, and public interest by rigorous evaluation to prevent unintended
harm and ensure equitable access to the benefits of AI [8, 9].

Additionally, the American Medical Association (AMA) has developed frameworks that promote
trustworthy AI in healthcare, focusing on the intersection of ethics, evidence, and equity. These
frameworks advocate for the responsible use of AI in medical education and practice, ensuring that
healthcare professionals are well-equipped to navigate the ethical dilemmas associated with AI. The
AMA’s approach also includes addressing biases in AI algorithms and ensuring that AI technologies are
used to support, rather than replace, human decision-making in clinical settings [10].

Overall, the current state of the art underscores the need for healthcare professionals to be educated
not only on the technical aspects of AI but also on the ethical considerations that must accompany its
deployment. This dual focus on ethics and practical application is essential for developing AI systems
that are both innovative and aligned with the core values of healthcare [11, 12].

Incorporating AI ethics into medical training is essential for preparing future healthcare professionals
to navigate the ethical challenges presented by emerging technologies. While medical ethics education
cannot cover every aspect of AI ethics, it must equip students with the skills to reason ethically about
AI’s role in healthcare.

Key topics for AI ethics education include informed consent, bias, safety, transparency, patient privacy,
and trust. For example, informed consent in AI-driven healthcare is particularly complex, requiring
careful consideration of how much patients should be informed about AI’s role in their care. Similarly,
biases within AI systems can lead to unequal healthcare outcomes, making it crucial for future doctors
to recognize and mitigate these biases. Additionally, AI’s impact on clinical skills and decision-making
such as the risk of over-reliance on AI (automation bias) and the potential erosion of traditional clinical
skills, must be addressed to maintain high standards of patient care. Furthermore, ethical considerations
like accountability, legal regulation and the environmental sustainability of AI technologies, should be
integral to this education.

In summary, while AI holds transformative potential for healthcare, its integration requires careful
ethical consideration. Providing medical professionals with comprehensive AI ethics education ensures
that these technologies are used responsibly, improving patient outcomes while upholding the core
values of medical practice. The course, delivered through the Moodle e-learning platform and enhanced
with LLMs OpenAI’s ChatGPT-4o, aims to create a stimulating, inclusive and interactive learning
environment [13], enabling medical residents to rigorously test their knowledge and be well-prepared
for the ethical complexities of AI in healthcare.



3. Course Structure and Objectives

This course is designed to provide medical students with a deep and critical understanding of AI ethical
aspects by utilizing innovative digital tools like OpenAI’s ChatGPT-4o to make learning more interactive
and engaging. The course objectives are organized into six main areas:

1. Informed Consent and patient autonomy: There is ongoing debate about whether medical
AI expands physicians’ legal obligations regarding informed consent. However, it is clear that a
new approach is needed, one that carefully identifies the specific aspects of medical AI that must
be communicated to patients in order to ensure a comprehensive and ethically sound consent
process. [14, 15, 16, 17, 18]. As AI becomes increasingly prevalent in high-stakes medical contexts,
safeguarding patients’ autonomy could require ensuring their right to specifically refuse AI-based
interventions.

2. Bias: There is growing recognition of both overt and subtle biases within AI systems. The
challenge lies in determining whether these biases can be effectively mitigated, and if so, how
this should be achieved.

3. Safety: While AI offers innovative solutions, it also introduces potential risks and errors, both
anticipated and unforeseen, in healthcare delivery [19]. For instance, medical AI devices are
typically designed to minimize mathematical “loss functions” (such as average prediction or
classification errors), but this does not always translate to minimizing harm to patients.

4. Transparency: The opacity of some medical AI systems can lead to situations where physicians
and patients must rely on predictions that cannot be easily explained or justified, raising concerns
about which AI models should be deployed in clinical settings. Sometimes, the “black box” effect
[20] may arise from intentional corporate institutional self-protection. In other cases, the lack
of transparency stems from technical illiteracy, that is, the fact that the design of algorithms
is a specialized skill, which remains inaccessible to most of the population. Finally, a third
form of opacity relies on the mismatch between mathematical procedures of machine learning
algorithms and human styles of semantic interpretation. In short, “the workings of machine
learning algorithms can escape full understanding and interpretation by humans, even for those
with specialized training, even for computer scientists” [21].

5. Equity: As AI becomes increasingly integral to medicine, ensuring fair access to its benefits
will become a critical issue [22]. There is a growing concern that disadvantaged groups—such as
those with lower incomes, less education, or limited access to healthcare—may face significant
barriers to benefiting from AI advancements. This could exacerbate existing inequalities and
create new forms of injustice/inequity within the healthcare system.

6. Legal Regulation: EU regulations on medical devices (MDR and IVDR) and the EU’s GDPR [23]
already form a complex regulatory framework governing medical AI. To this intricate landscape,
alongside a new strategy on data governance—which includes the Data Governance Act (DGA),
the Data Act, and the proposed European Health Data Space (EHDS) regulation the AI Act has
been introduced [24], regulating AI across various sectors, including healthcare [25, 26]. The
interplay between this regulatory framework and ethical considerations is crucial, emphasizing
their mutual influence on shaping both legal and ethical standards in the field.

4. The Need for a Cross-cutting Approach

These main areas discussed above highlight distinct yet interconnected issues.
As noted by United Nations and WHO, the digitization of healthcare and the rapid expansion of

AI systems is fundamentally transforming how services are delivered [27, 28, 29]. Such technologies,
together with opportunities, create challenges for the healthcare systems including the risk that theymay
compound and exacerbate human biases [30]. Moreover, these developments have ethical implications
that cut across the areas mentioned above.



The course design should identify several of these cross-cutting themes and address them, highlighting
their connections and implications in relation to the various areas.

One example of this is the impact of digitization and AI on the centrality of the patient in healthcare.
Policies and institutions at various levels, such as the European level, advocate - at least in principle - for
a healthcare system that becomes increasingly patient-centred [31]. In this perspective, patients should
more become an active subject rather than a mere object of healthcare, which includes participation in
and influence on decision-making, as well as competences needed for wellbeing. In reality, we observe
that digitization and the use of AI lead to ambivalent outcomes for patients and healthcare professionals,
both of subjectification and objectification. On the one hand, the work in [32] argued that a mismatch
exists between the digital turn and the promotion of patient centeredness in the design and delivery of
health services. Such technologies might increasingly exclude patients from shared decision-making
and be left unable to exercise agency or autonomy in decisions about their health. Digitized healthcare
systems increasingly objectify patients as data sources.

Not only do patients often have limited knowledge about how and why AI technologies make certain
decisions, but they must also confront the different “forms of opacity” presented by these machines: in
a word, their lack of transparency (see Section 3).

On the other hand, the “digitally engaged patient” [33] approach suggests that digital technologies,
as well as computational techniques and AI, are suitable to increase the participation of patients and
their active involvement in self-care. For example, by employing wireless mobile digital devices and
wearable, implanted or inserted biosensors, lay people can monitor their health, well-being and physical
function and engage in self-care of illness, chronic medical conditions, or disability remotely. By using
digitalized information systems, patients conduct medical consultations via digital media. Additionally,
they could seek out information about health, illness and medical treatments and therapies and share
their experiences and health-related data with others, facilitating the process of acquiring their informed
consent.

Digital technologies also allow the collection and transmission of patient-reported outcomes (PROs),
that is, “any report of the status of a patient’s health condition health behaviour, or experience with
health care that comes directly from the patient or in some cases from a caregiver or surrogate responder,
without interpretation by a practitioner or anyone else” [34]. People no longer exclusively acquire
and use artificial intelligence (AI) applications in health-care systems or home care. As an example,
non-health system entities such as education systems, workplaces, social media and even financial
agencies often provide AI applications for mental health. Telemedicine is improving a larger shift from
hospital to home-based care, facitilated by the uso of AI. These applications include remote monitoring
systems, such as video-observed therapy for tuberculosis and virtual assistants to support patient care.

Since 2020, the use of telemedicine has grown exponentially in the wake of the COVID-19 pandemic
in many countries as demostrated by striking example of China [35].

Telemedicine and AI constitute highly distinct technological innovations, with applications in various
fields of healthcare. However, they share some common elements.

First, these technologies focus on digitizing patients’ bodies and behaviours to generate and use the
data they produce [33]. Digital medicine overcomes the divide between disease and illness since both
can provide data that are useful for improving health system knowledge and performance. The work in
[36] recalls the case of “Google Flu Trends” launched by Google in 2009. With its stream of millions of
hourly search queries, Google discovered it was able to report flu epidemics by having access to the
world’s ‘health’ data «without truly knowing it». By exclusively recognizing the body as a carrier of
the disease, modern medicine tends to remove the embodied illness experience [37]. Digital medicine
reduces the body itself to a digital archive. In this context, the “digitally-engaged patient” actively
cooperates with the process of individualization of detailed data that may be produced.

Second, the emphasis on becoming “engaged” and “taking control of their own health” refers to a
fundamentally individualistic approach to patient involvement in the healthcare system. As highlighted
in its constitution and reiterated in a more recent report [9], the WHO emphasizes the need to focus not
only on reducing disease but also on tackling its root causes. This involves systematically addressing
social, environmental, and economic determinants of health. Although loneliness and social isolation



are serious public health risks [9], they are still largely neglected by medicine and healthcare. The
view of patients as individuals, abstracted from their social ties, is an obstacle in promoting a relational
approach to health, which gives value, meaning, and importance to the relational goods [38] generated
by patients and healthcare professionals in their daily interactions.

Third, digital health technologies, unlike modern conventional medicine, acknowledge the importance
of patients’ experiences, embodied in their perceptions and behaviours. Thus, the collaboration of
patients and caregivers is necessary to monitor, detect, measure, compute, configure such expertise,
in other words, to transform the patients themselves into extractable and editable data. The growing
role of AI in healthcare seems to prospect the expansion and establishment of a healthcare model
based on the extraction of data from individuals. This is demonstrated by the decision made by major
players in surveillance capitalism [39] to significantly increase investments in the health field [40].
The consideration of embodied knowledge of lay people is conditioned on the fact that it is effectively
disembodied to make it material quantifiable and manageable by computers.

So far, the digital turn requires a reconfiguration of relationships among different actors, types of
knowledge and experiences, instruments, techniques, structures, and spaces in the health field. Besides,
a new form of reductionism is arising, from the patient as body with disease to the patient as sources of
data. In this sense, a reinforced objectification of the patient is observable. This poses problems for the
subjectivity not only of patients, but also of physicians.

The implications of these processes for informed consent, transparency, legal regulation, and the other
areas mentioned in the previous paragraph are varied and significant. Nonetheless, a well-structured
course design is essential for developing an appropriate awareness aimed at exploring and understanding
practical situations in a multidimensional way, interpreting them critically from various perspectives.
To this end, the course will need to engage various fields of knowledge, adopting an interdisciplinary
approach and featuring co-teaching that includes both researchers and professionals from diverse
backgrounds: informatics, medical-scientific, socio-political, and legal.

Furthermore, we believe it would be beneficial to design a course that integrates artificial intelligence
with widely used e-learning tools as the next section will explain in more details.

5. Integration of OpenAI’s ChatGPT-4o in Moodle

Moodle [41] is a widely used open-source e-learning platform that offers configurable features for
creating student assessments—such as quizzes, online tests, and surveys—and for managing tasks and
schedules [42, 43, 44]. Additionally, it provides a variety of tools to support the teaching and learning
process.

Figure 1 illustrates a possibile integration of ChatGPT-4o into the Moodle e-learning platform by
using a cloud systems we suggest to experiment since it may be costly but effective for academic
institutions.

This system enables the creation of personalized learning paths tailored to each student’s progress
and performance. For example, if a student has difficulty understanding the topics on AI ethics in
healthcare, ChatGPT-4o embedded in Moodle e-learning platform, can suggest additional resources or
offer simplified explanations to clarify the concept. Below, we present an example of an interactive
learning module on AI ethics in healthcare, designed specifically for medical students. This module,
powered by our architecture, combines Moodle’s robust course management capabilities with the
adaptive learning and conversational strengths of ChatGPT-4o, resulting in an engaging, tailored, and
comprehensive educational experience. Below, we outline the four key steps that define our educational
framework.

Step 1: Teaching: Medical students engage with the Moodle e-learning platform, where foundational
materials on AI ethics are presented. These include case studies, theoretical modules, and practical
examples relevant to healthcare. ChatGPT-4o offers explanations, answers questions, and provides
deeper insights into complex topics. The AI-tutor, personalizes learning by adapting content delivery
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Step 2: Learning

Step 3: Testing

3

Step 1: Teaching

1

Step 4: Evaluation

Figure 1: A dynamic learning architecture designed to enhance the educational experience of medical students
focusing on AI ethics in healthcare built around the Moodle e-learning platform

to the student’s pace and understanding, ensuring that each student grasps the ethical considerations
of AI in healthcare. This first step includes a structured curriculum that covers:

• Introduction to AI: Basics of AI, its applications in healthcare, and the potential ethical issues
that may arise.

• Ethical Principles: Core ethical principles relevant to AI in healthcare, such as patient autonomy,
confidentiality, beneficence, and equity.

• Case Studies: Real-world examples where AI has been implemented in healthcare, emphasizing
both successes and failures from an ethical perspective.

Step 2: Learning: Students actively participate in discussions, simulations, and interactive scenarios.
The AI’s conversational capabilities encourage critical thinking and allow students to explore the
nuances of AI ethics in a healthcare context. For instance, students might engage in simulated ethical
dilemmas where they must apply their knowledge to make decisions, with ChatGPT-4o guiding and
challenging their reasoning.

This phase is where students engage with interactive content designed to deepen their understanding
of the ethical implications of AI in healthcare. This phase includes:

• Interactive Modules: These could involve scenarios where students must apply ethical principles
to AI-based healthcare decisions.

• Simulations: Virtual environments where students can witness AI in action within a healthcare
setting, understanding the impact of their decisions.

• Discussion Forums: Collaborative spaces where students can discuss ethical dilemmas with peers
and instructors, fostering critical thinking and ethical reasoning.

Step 3: Testing: Following the learning phase, students take quizzes and assessments on Moodle e-
learning platform to test their understanding. These quizzes are dynamically generated, with ChatGPT-
4o providing instant feedback and additional explanations for incorrect answers. This continuous
feedback loop helps students identify areas for improvement and reinforces their learning. In this phase,
students’ understanding and application of ethics in AI are assessed and it includes:

• Quizzes and Exams: Regular assessments to evaluate students’ grasp of ethical concepts and their
ability to apply these in AI contexts.



• Practical Assessments: Realistic scenarios where students must navigate ethical challenges
presented by AI in healthcare, ensuring they can apply what they’ve learned in practice.

• Feedback Mechanisms: Automated or instructor-provided feedback to help students understand
their mistakes and improve their ethical decision-making skills.

Step 4: Evaluation: The final step involves a more formal evaluation, where students’ knowledge
and ethical decision-making skills are assessed through comprehensive exams or projects. ChatGPT-4o
plays a role in offering review sessions, clarifying doubts, and even simulating real-world scenarios
where students must apply ethical principles. The results from these evaluations are used to measure
the effectiveness of the learning process and provide further guidance. This step includes:

• Comprehensive Evaluations: End-of-course assessments that test the students’ ability to synthe-
size and apply ethical principles in AI across multiple healthcare scenarios.

• Reflective Assessments: Students are encouraged to reflect on their learning journey, how their
understanding of AI ethics has evolved, and how they might apply these lessons in their future
careers.

• Continuous Improvement: The framework itself is evaluated for effectiveness, with feedback
loops that inform continuous updates and improvements to the teaching materials and methods.

6. Case-Study: Scenarios and Learning Objectives

As part of the “AI Ethics in Healthcare” course, medical students are presented with a case study that
challenges them to critically assess various ethical issues surrounding the use of AI in medical practice.
The case study is divided into several key topics mentioned in Section 3. Table 1 presents real-world
scenarios starting from the following background, with the aim of highlighting the complex ethical
dilemmas AI, introduces into healthcare settings.

Background Dr. Emily, a cardiologist at a prestigious hospital, is utilizing a newly implemented
AI-powered diagnostic tool designed to assist in detecting heart disease. This particular AI-Decision
Support System, analyzes patient data - including genetic information, lifestyle habits and medical
history - to recommend personalized treatment plans. While the technology has shown promise in
enhancing diagnostic accuracy, it also raises several ethical concerns that are detailed as (i) Understand
the unique ethical challenges AI introduces to informed consent in medical practice (ii) analyze the
potential biases in AI systems and discuss methods for mitigating these biases (iii) evaluate the safety
risks associated with AI in healthcare and the importance of transparency in AI decision-making
(iv) discuss the Equity implications of AI in healthcare, particularly regarding equitable access to AI
technologies, (v) reflect on patient autonomy and the right to refuse AI-driven interventions and (vi)
explore the role of legal regulations in governing the use of AI in healthcare.

Interactive Testing

After completing the case study, students will use the ChatGPT tool integrated into the Moodle platform
to answer a series of questions related to the case. ChatGPT will provide immediate feedback on their
responses, prompting them to consider alternative perspectives and deepen their understanding of the
ethical issues involved.

Evaluation

Students’ performancewill be assessed based on their ability to articulate the ethical challenges presented
by AI in healthcare, their critical thinking skills, and their ability to propose solutions that balance
technological innovation with ethical responsibility.



Ethical Issue Scenario Question

Informed
Consent and
patient
autonomy

Dr. Emily is preparing to use the
AI tool to recommend a treatment
plan for a new patient. The patient
expresses concern about how
the AI works and whether it might
make decisions without their full understanding.

How should Dr. Emily approach the
informed consent process in this situation?
To what extent should Dr. Emily
respect the patient’s choice to refuse
AI-based intervention?

Bias

The AI tool has been found to
recommend different treatment
plans based on a patient’s ethnic
background. Dr. Emily notices this
pattern and wonders if the AI is biased.

What steps should Dr. Emily take to assess
and address potential biases in the AI tool?
How can the hospital ensure
that the AI provides fair and
unbiased recommendations for all patients?

Safety

The AI system occasionally suggests
treatment plans that deviate
from traditional medical protocols.
Some colleagues have reported that
these recommendations, while innovative,
may introduce unforeseen risks.

What are the ethical implications of
using an AI tool that might
increase the risk of harm to patients?
How should Dr. Emily balance the potential
benefits of AI-driven recommendations
with the need to ensure patient safety?

Transparency

The AI tool’s decision-making process is
not fully transparent, and Dr. Emily
cannot always explain why the AI recommends
certain treatments. This lack of
transparency makes it difficult to justify the
AI’s decisions to patients.

How important is transparency in the
use of AI in healthcare?
Should Dr. Emily rely on
AI recommendations if she cannot fully
explain them to her patients?

Equity

The hospital’s AI tool is expensive and not
available in all healthcare facilities. Dr. Emily
is concerned that only patients who
can afford treatment at her hospital
will benefit from this advanced technology.

What are the ethical concerns related
to justice and equity in the
distribution of AI technologies in
healthcare? How can healthcare
providers ensure that the benefits of
AI are accessible to all patients, regardless of
socioeconomic status?

Legal
Regulation

New laws such as the EU’s GDPR have been
introduced to regulate AI in
healthcare, but it is unclear how these
laws apply to Dr. Emily’s practice.

What are the legal considerations
Dr. Emily needs to be aware of when
using AI in her practice? How can ethical
principles influence the development of
legal regulations for medical AI?

Table 1: Ethical Issues, Scenarios and Questions Related to AI in Healthcare

7. Discussion and Conclusion

The integration of AI into healthcare offers tremendous opportunities but also presents significant
ethical challenges. This course proposal presented in this paper on AI ethics for medical students,
provides a comprehensive framework that merges theoretical knowledge with practical applications.

Throughout the course, students will have the opportunity to deal with the key ethical concerns such
as informed consent, algorithmic bias, patient privacy, and the impact of AI on patient autonomy. By
engaging with real-world case studies and utilizing tools like OpenAI’s ChatGPT and Moodle e-learning
platform, students will have the opportunity to develop the critical thinking skills needed to assess
AI-driven interventions in healthcare.

Additionally, the course will address the broader societal implications of AI in healthcare, including its
potential to exacerbate existing disparities and the ethical challenges it poses on a global scale. Students
will also have the opportunity to be introduced to the legal and regulatory frameworks that govern AI,
preparing them to contribute to the responsible development and deployment of these technologies.

As AI will continue to reshape the healthcare landscape, these students will prepare themselves to
play a crucial role in shaping the ethical standards of AI in medicine, ensuring that these powerful tools
are used responsibly and for the benefit of all patients.
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