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Abstract

A vital aspect of human-robot interaction (HRI) is trustworthiness. Measuring trustworthiness in the context of
HRI, however, presents new challenges. One such challenge is the ongoing debate between whether the type
of agent examined requires the use of a trustworthiness measure specific to that agent. This paper presents
both sides of this debate and argues that there is no compelling reason to consider one of these measures more
appropriate to a specific agent over another until evidence suggests otherwise.
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1. Introduction

Trust in robots is central to their successful integration into our daily lives [1]. Humans rely on
trust to negotiate social interactions with such technologies [2]. Understa the role of trust in social
relationships with robots is crucial today, where the deployment of social robots in organizations is
becoming increasingly common.

To date, no universally accepted definition of trust exists in the field of human-robot interaction
(HRI). One forming consensus, however, is that trust is based on one’s positive expectations or attitudes
towards a given trustee [3, 4, 5]. The higher order concept of trustworthiness often represents attributes
that determine how much someone or something should be trusted. In this way, trustworthiness
precedes and ultimately determines trust [3, 6, 1].

Measuring the trustworthiness of agents, such as robots, presents new challenges. Previous research
often distinguishes between trustworthiness in humans and technology [7, 8]. However, advanced
automation is designed to blur these boundaries [2]. Consequently, many studies have adapted measures
validated for assessing humans’ trustworthiness in robots [1]. These measures, however, were originally
designed solely for humans, casting doubt on their reliability when applied to robots.

In response, measures have been developed specifically for advanced automation, such as robots
(8, 4]. Yet these measures seem to capture similar, if not the same, attributes found in measures of
human trustworthiness. This begs the question of whether such specific measures for robots are needed.
No clear empirical evidence suggests that measures for humans or robots are less effective when used
on the other. Without such empirical evidence, the debate remains speculative and driven by intuition
rather than solid data.

This paper argues that there is no compelling reason to prefer one set of trustworthiness measures
(for humans versus automation) over another until evidence suggests otherwise. This debate risks
repackaging old ideas in new forms, with significant implications for research practices and theories. If
distinct measures are necessary, it becomes crucial to adopt them and assess the extent to which prior
research may have been compromised. Conversely, if distinct measures are not needed, researchers can
confidently proceed with meta-analyses. From a theoretical perspective, resolving this question will
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deepen our understanding of potential philosophical differences. If trustworthiness is similar across
agents, it would be insightful to explore why. If trustworthiness differs, understanding those differences
is equally important [9].

2. Background

Trustworthiness is the degree to which humans believe a robot is worthy of their trust [10, 3, 1, 11].
Trustworthiness is subdivided into 2 or 3 sub-dimensions. However, the number and nature of these sub-
dimensions often vary based on whether one sees a robot as more like a human, more like automation,
or unique. As such, measures of trustworthiness in HRI have diverged with the formation of various
agent-specific trustworthiness measures. In HRI, the most popular of these trustworthiness measures
are Mayer’s trust measure [3], Jian et al. trust checklist [8], and the multidimensional measure of trust
in HRI (MDMT) [4].

Mayer’s trust measure was developed as part of a larger trust model in the psychology literature.
This measure considers trustworthiness a composite of ability, benevolence, and integrity. Ability is a
trustee’s perceived competence and skillfulness [3]. Integrity is the extent to which the trustee is viewed
as honest and adherent to principles [12, Pg.2]. Lastly, benevolence captures the trustee’s intention to
act in the best interest of the trustor [3, Pg.718].

Jian et al’s trust checklist [8] adopts a different approach by targeting human-automation trust.
Specifically, [8] divided trust into human—human trust, human-machine trust, and “trust in general” [8,
Pg.12]. Through multiple cluster analyses [8] established a measure comprised of 12 unique items that
specifically applied to human-machine trust. This checklist, however did not organize these items into
higher order constructs implying a uni-dimensional structure. Subsequent work, however, has argued
that the checklist for trust “has questions that closely map to ability, integrity, and benevolence” [13,
Pg.4] implying the presence of similar sub-dimensions to that of Mayer’s trust measure [3].

The MDMT examines trustworthiness by dividing it into two 3rd order constructs. At the highest
level these are moral trust and performance trust [4]. These dimensions of trustworthiness can be
further subdivided where performance trust is a composite of reliability and capability while moral trust
is a composite of sincerity and ethics [4]. At this level the MDMT also begins to mirror Mayer’s trust
measure, however, [4] specifically argue that these dimensions are not fully compatible with Mayer’s
trust model.

The variety of trustworthiness measures in Human-Robot Interaction (HRI) complicates the field’s
ability to discuss findings and compare results across studies. Each measure is often based on different
theoretical perspectives, depending on the type of agent it applies to. Despite this, many scholars
treat these diverse measures as interchangeable [14]. On the surface, this might seem misguided, like
comparing apples to oranges. However, it may be justified given these measures’ lack of substantial
agent-specific differences. Below, we outline the arguments for and against each perspective.

2.1. The Argument for Agent Specific Trustworthiness

Extant research posits that trust development in technology differs from trust development in humans
[7]. Specifically, trust in humans hinges on factors such as the trustee’s ability, integrity, and benevolence
[3]. In contrast, trust in technology typically depends on the automated system’s performance, purpose,
and process [15]. However, as technologies like robots increasingly incorporate human-like attributes,
there is a growing effort to develop standardized measures for trust in robots that integrate both human
and technical factors [16]. This is evident in measures proposed by [8] and [4], which include integrity,
ethics, and benevolence to address the relational aspect of trust in robots. Yet, the research also suggests
that some of these factors, for example, "genuine" [4], are deemed to be relevant to robots [16].

The various trust measures and the efforts to integrate social and technical dimensions highlight
that perceptions of a technology’s human-like attributes play a critical role in shaping trust in human-
technology interactions. If perceptions significantly impact trust, choosing between human or technical
trust factors in measuring trust can be crucial empirically. For instance, using human-like trust measures



for non-human-like technology might confuse respondents, making it difficult for them to provide
accurate answers. Conversely, applying system-like trust measures to human-like technology could
lead to respondents struggling to relate to the measures. In both scenarios, mismatched trust measures
might result in lower path coefficients between trust variables and outcomes than if the appropriate
measures were used. Hence, there is a need for nuanced trust measures that account for the perceived
humanness of the technological agent to predict trust behaviors more accurately.

The variations in human-like design in technology and the subjective nature of perceived humanness
underscore the importance of having agent-specific trust measures. Historically, people have found it
easy to categorize technology as an object versus a human, hence using human-like trust measures
for technology including robots may not effectively predict trust behavior [17]. However, technology
can now display more or less human-like attributes, leading to varying perceptions of human-likeness
[18, 17]. For most human-like robots, human-like trust measures may predict behavior. On the
other hand, for less human-like robots, a combination of human and technical measures might be
more appropriate. This variability highlights that a one-size-fits-all approach to trust measurement
is inadequate. Tailoring trust measures to fit the technological agent’s specific design and perceived
humanness is crucial for accurately predicting trust behaviors.

2.2. The Argument Against Agent Specific Trustworthiness

Generally, the justification for agent-specific trustworthiness measures argues that different agents
possess unique characteristics, thus justifying the need for agent-specific measurements reflective of
these differences. It is, therefore, reasonable to expect that each of these measures of trustworthiness
would possess significantly different items. A closer examination of these items, however, shows that
these measures appear more similar than different. For example, of the three most popular measures of
trustworthiness used in HRI, each measure generally contains individual items that can be mapped
onto one of the three sub-dimensions of trust proposed by [3] as visible in table A.

Given the relative similarities across the trust measures [8, 4, 3], it is, therefore, unclear if these
existing measures are as distinct as one might expect. As a result, scholars do not yet know if they
should strictly adhere to the use of agent-specific trustworthiness measures or if these measures are
truly measuring agent-specific forms of trustworthiness.

If there were support for an agent-independent trustworthiness measure, it would allow for more
meaningful comparisons across different studies [14]. In particular, using a standardized measurement
instrument would ensure that scholars examine the same thing —i.e., trustworthiness— rather than
permutations or variations. This could accelerate research on trustworthiness in HRI and allow for
more robust consolidations and replications of existing work.

3. A Call to Action

There has yet to be a robust empirical examination comparing the efficacy of trustworthiness measures
across different agents. This prevents us from knowing if the field of HRI should strictly adhere to
these discrete measures or if a more generalizable measure can be used across different agent types.
This paper’s position is that this is a critical gap in the literature. By examining if agent-specific
trustworthiness measures are warranted, we can re-examine the current practice of creating and using
agent-specific trustworthiness measures.

Re-examining agent-specific trustworthiness measures could enable the use of more generalizable
metrics. This would, in turn, facilitate more robust comparisons of empirical results across studies.
Additionally, comparing these measures can show the similarities and differences between robots and
humans. This approach has the potential to offer new insights into human-machine relationships, not
only in terms of trustworthiness but also in aspects like robot acceptance and usage.
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