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Abstract
Both personalisation and explainability have become popular research topics in social robotics, each capable of
improving human-robot interactions. However, challenges have been identified in both fields, from issues of
transparency, bias and privacy in personalisation to issues of identifying and communicating relevant explanations
in explainability. In this work, we examine the intersection of these two fields - using personalisation to improve
explanations and explainability to improve personalisation - and identify a number of research directions that
could be of benefit to both communities.
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1. Introduction

The personalisation of social robots - that is, adapting their behaviour to the needs and preferences
of individual users - has been shown to improve perceptions of competence and trust [1], interaction
quality, engagement and motivation [2], and can improve public acceptance of these technologies [3].
For example, consider a robot placed in a domestic environment to assist an elderly patient in daily
living. Personalisation can be employed to adapt the robot’s behaviours, such as offering personalised
reminders for meals and medication, or factoring in preferences when guiding the patient through
cognitive or physical exercises. In this way, the robot could improve the interaction quality for the
patient and foster trust and acceptance for both the patient and caregiver.

However, drawbacks have been identified for personalisation, such as introducing biases in the
robot’s behaviour [4], lack of transparency [5], and the privacy concerns surrounding the collection
of personal information [6]. To ensure transparency and traceability, and to instil confidence and trust
in the robot, all stakeholders should be able to understand exactly how a robot’s behaviour is impacted
by personalisation.

Explainability seeks to improve a user’s understanding of a decision-making system by explaining
the reasons for its decisions, and has seen a recent surge in popularity, for both machine learning [7]
and robotics [8]. Robots that can explain their decisions have the potential to address the identified
drawbacks of personalisation, by exposing biases and communicating how personal information is
used in decision-making. However, explainability has its own challenges. In a review of explanations
in the social sciences, Miller [9] argues that explanations are contrastive (i.e. that “Why 𝑋?" questions
are better understood as “Why 𝑋 and not 𝑌 ?" questions, even if the contrast is implicit) and selected
(i.e. that explanations should focus on a few, relevant causes rather than overloading recipients with
all possible causes). Automatically identifying the most appropriate contrast and selecting the most
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Figure 1: Our framework for the explanation process, adapted from the literature [11, 12], with possible personalisation
strategies identified for each component.

relevant causes remain open challenges for explainability. Additionally, in Human-Robot Interaction
(HRI) settings, it can be challenging to resolve the communication ambiguities in expressing and
interpreting queries and explanations [10]. Personalisation could prove useful in addressing these
challenges by considering the unique needs and preferences of individual users.

Clearly, HRI practitioners working in personalisation and explainability stand to gain from combining
approaches in both fields. Thus, the aim of this work is to identify works at the intersection of these
fields and propose research directions towards realising interpretable and user-aware social robots.

2. Explaining Personalisation

To improve transparency, the factors used by the personalisation system (such as the user’s needs
and preferences) can be incorporated into the state used by explainability algorithms to identify the
reasons for the robot’s decisions. While such systems have not been employed for HRI scenarios, they
have been utilised in intelligent tutoring systems [13], recommendation systems [14] and robot mission
planning [15].

Given the contrastive nature of explanations [9], an intuitive way of explaining the impact of
personalisation is through counterfactual explanations, which examine how the robot’s behaviour
would change given a change to its input [16]. Using counterfactual explanations, a user could pose
a query to the system (e.g. “Why did you recommend I exercise now and not in the evening?") and
an explanation can be generated that identifies both a reason and how a different set of preferences
or needs could result in a different decision (e.g. “Because I think you prefer exercising in the morning.
If not, I would have suggested exercising in the evening."). Given that preferences are often obtained
from user data, we can in turn explain the robot’s beliefs about preferences (e.g. “I think you prefer
exercising in the morning because you seem happier when exercising in the morning versus in the
evening."), thus fostering transparency over multiple levels of decision-making.

Explainability for bias detection has seen some attention [17, 18], and this can extend to detecting
biases introduced by personalisation. Explanations of behaviour can be generated and assessed by
various stakeholders (e.g. patients and caregivers) to determine if the reasons for these decisions align
with their expectations and values [19]. Likewise, explainability can improve transparency surrounding
personal information, allowing users to understand how their data is used to make decisions [20],
though precautions should be taken to ensure that privacy is preserved during explanations.



3. Personalising Explanations

Just as explainability can address some drawbacks of personalisation, so too can personalisation address
challenges in explainability. To this end, we present a framework for explainability in HRI settings in-
spired by Anjomshoae et al. [11] and Matarese et al. [12], depicted in Fig. 1. For each component of this
framework over which the robot has control, we identify opportunities for personalising explanations.

The process typically begins with the user requesting an explanation from the robot, mediated
by an query interface that determines the communication channels between the human and the
robot. The robot could also generate explanations unprompted through self-query. After receiving a
query, the robot must interpret it (query interpretation), transforming it into a formal query that can
impose conditions on the search for explanations. Such a process involves resolving any ambiguities
in the query, such as those created by implicit contrasts in a “why (not)" question. Once the query
has been interpreted, one or more suitable explanations must be generated that match the query
(explanation generation). Finally, once one or more suitable explanations have been found, they must
be communicated in a human-understandable format (explanation communication).

Query Interface

The query interface can be personalised in several ways. Firstly, the interface may support multiple
question-asking modalities (e.g. natural language, a GUI, etc.), and the use of one over the other
can reflect user roles or preferences. The exact presentation of the interface could also be adapted,
leveraging personalisation of user interfaces [21].

The types of query supported could be adapted to the role of the user. For example, a programmer
might be able to ask a range of technical questions to the robot for debugging purposes which may not be
presented to lay users. Similarly, the decisions allowed for querying could be restricted to certain users.

If the robot is capable of self-query then the frequency of explanations, situations in which
explanations are warranted, and the question the robot asks itself could all be personalised [22].

Query Interpretation

Personalisation can be used to infer the context implicit in user queries. Herbold et al. [23] address
the problem of automatically detecting implicit contrasts in the context of rule-based systems. Among
other things, they factor the user’s relationship to the triggered rule (e.g. as the creator of the rule)
in whether or not a user is likely to expect that rule to be fired. Such personalisation could be extended,
for example, to consider the user’s history of interactions with the robot, their role (e.g. a caregiver
might have different expectations than a patient) and preferences (e.g. a user might want to know
why their preferred behaviour wasn’t triggered).

Explanation Generation

Within this component, there are several opportunities for personalisation. Firstly, the choice of
state variables featured in the explanation can be affected by user needs or preferences. For example,
to preserve privacy, explanations involving protected variables might be restricted to certain users.
If a layered system is used, with features ranging from low-level to high-level, the “depth" of the
explanation could be personalised (e.g. a patient might be interested in the high-level human activity
the robot detected, while a programmer might be interested in the individual keypoints of the detected
skeleton). However, care should be taken not to “over-personalise" explanations using unimportant
variables [24]. The length (in terms of number of variables), diversity and number of explanations
could also be personalised based on user roles and preferences [25].



Explanation Communication

Explanations can be communicated in a number of modalities (e.g. text, images, embodied actions,
etc.), and the choice of modality could be informed by user needs and preferences. After a modality
is chosen, the format of the explanation can be personalised, adapting the explanation template[26],
choice of words [15], types of graphical elements [27] or the presentation of a user interface [28]. If
multiple explanations are provided, the order in which they are presented could be personalised [25].

4. Conclusion

In conclusion, there is room for personalisation’s drawbacks to be addressed by explainability, while
similarly, explanations can potentially be improved through personalisation. This work represents
a step towards bringing together the two fields, identifying research directions at their intersection.
Our intention is that each of these directions can be explored in future work, especially in HRI, to
facilitate the development of interpretable, user-aware social robots.
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