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Abstract
In real-life scenarios, robots will have to make decisions that involve multiple users. The current literature does
not consider scenarios where a robot interacts with users who have conflicting preferences. To address this issue,
this paper proposes using the robot as a mediator. Different possible conflict resolution actions for the robot are
presented, as well as the challenges and open questions arising from this proposal.
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1. Introduction

A substantial body of work exists on how robots can learn human preferences and personalisation
in Human-Robot Interaction (HRI) [1]. For example, preferences can be learned from observations
of user behaviour in different tasks [2], from experts [3], from pairwise comparisons [4], and other
approaches [5, 6]. Similarly, research on robots in groups has increased significantly in recent years
[7, 8]. Different behaviours of the robot have been investigated (e.g., gaze or verbal feedback), as well
as group-level outcomes such as task performance, social cohesion, turn-taking, inclusion, rational
thinking, or trust [9, 10, 11, 12, 13].

What happens when multiple users are interacting with a robot with possibly competing preferences
(Multi-User Multi-Objective) has yet to be explored [14]. If we consider failing to conform to a user’s
preference as a type of failure, then presumably this can lead to negative outcomes such as decreased
trust or engagement in the interaction [15]. One strategy for potentially resolving failures is by providing
explanations for the failure [16]. However, work on robot failures so far has not considered cases where
robots are aware of users’ preferences but are unable to conform to them, nor how the robot should
cope with these scenarios.

Consequently, it is not yet clear how personalisation-based failures might be perceived by users (e.g.,
as a task failure, since the robot fails to achieve a goal, or as a social norm violation if the failure to
comply is seen as a refusal). This could also lead to imbalances in the group dynamics if different users
have different expectations and attitudes towards the robot according to whether their preference was
followed or not. It could also affect interpersonal dynamics between human group members depending
on whose preferences the robot follows.

Resolving differences between preferences of human users can be considered a form of conflict
resolution [17]. Among HRI work which targets conflict resolution, most focus is on direct human-robot
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conflicts in dyadic (human-robot) interactions. For example, [18, 19, 20] explore different conflict-
resolution strategies when human and robot goals differ. Different outcomes were affected, such as
acceptance of the robot, compliance with the request, and trust. In group settings, some work has
explored conflict resolution, e.g., [21] compared a robot which intervened following a task-based or
personal attack to one that did nothing. Some work has also been done looking at robots as mediators
in groups of children [22, 23].

In sum, the extant literature on human-robot conflict resolution mainly focuses on dyadic conflict
resolution between a human and a robot. What happens when two human users have conflicting
preferences, or how the robot should resolve such conflicts, has yet to be explored. In this work, we
consider the different roles of a robot as mediator when two human users have conflicting preferences
for which action a robot should take. We contribute to the existing body of literature by a. identifying
factors which can affect conflict resolution in human-human-robot social dynamics, and b. proposing
initial actions that a robot mediator could use to proactively mitigate preference conflicts.

2. Factors affecting conflict resolution

Based on human-human conflict resolution theory [24] and current approaches to managing human-
robot disagreements, we have identified the following factors that could potentially influence the
resolution process:

• Role of Users (e.g., expert, user)

• Strength of the preferences

• Consequences of following one preference over another (e.g., psychological vs physical well-being)

• Robot appearance and behaviour (e.g., communication strategy)

• Length and/or number of interactions (short versus long-term)

Depending on these factors, different interaction outcomes could be affected, such as users’ trust,
acceptance, engagement or future willingness to interact with the robot.

3. Robot as a mediator

Here, we propose different decision-making actions (A) a mediator robot could employ to resolve
Multi-User Multi-Objective conflicts:

(A.1) Do nothing / wait for external agreement between users

(A.2) Select a random preference

(A.3) Select the expert preference, if any

(A.4) Select an intermediate or alternative option, if any

(A.5) Weight user preferences and select the most significant one

(A.6) Weight user preferences and alternate them proportionally

(A.7) Use a Multi-Objective optimization algorithm

(A.8) Proactively discuss with one user to refine their preferences

(A.9) Proactively discuss with all users to reach an agreement



Depending on the factors identified above, these actions might have different effectiveness towards
resolving preference conflicts. Some of them imply following rule-based decision-making, one uses
optimization solver algorithms, and the latter proactively tries finding an agreement in the preferences
(and learning them) to resolve conflicts.

Complementing the robot’s decision-making in conflicting scenarios, we propose different levels of
explanations (E) of those decisions to the users:

(E.1) Act without an explanation: The robot decides an action and executes it without explaining the
reason for its selection.

(E.2) Explain the robot’s decision before/after executing the action: The robot explains the reason for the
decided action without involving the other users.

(E.3) Explain there is a preference conflict with another user : The robot explains there are differences in
preferences from different users regarding the execution of the task.

(E.4) Explain the reason for the other users’ preference: The robot needs to know the reason for the
preferences of each user and when there are conflicts explain the reasons of the other users for
those preferences.

A necessary additional property of the robot is the capability to actively learn the (potentially
changing) users’ preferences.

4. Challenges and open questions

Introducing robots as mediators to resolve Multi-User Multi-Objective Conflicts raises the following
identified technical challenges (C) and open questions (Q):

(C.1) How can the robot continuously learn and adapt to users’ preferences over time?

(C.2) How can the robot identify conflicts between user preferences?

(C.3) How can the robot find alternatives or intermediate solutions when preference conflicts arise?

(C.4) How can the robot be aware if accomplishing the preferences (or a solution) is within its capabili-
ties?

(Q.1) How are trust and acceptance affected by different conflict resolution strategies (e.g., providing
an alternative solution)?

(Q.2) How does using the robot as a mediator influence the user’s engagement?

(Q.3) How are trust and acceptance affected when a robot does not conform to a user’s preference
(despite having the capacity to do so)?

(Q.4) How are interpersonal dynamics between users affected by differential robot preference adher-
ence?

5. Example scenario

One of the many possible scenarios where conflicts between users may arise is when the robot interacts
with an expert and a regular user for a specific task, and the robot’s decisions directly affect the user.

For example, a robot is placed in the user’s home and assists the user by providing them with food
and drinks. The expert is the user’s nutritionist and explains to the robot that the user should consume
less sugar. Later, the user asks for a soda drink. In this situation, the robot receives two conflicting



preferences, since the user should consume less sugar to improve their health, but they would like to
drink a soda.

If the robot decides to follow strictly the expert’s opinion (A.4), there exists a risk that the user loses
trust or engagement with the robot and decides to fetch the soda by themselves and/or ignore the
robot’s suggestions in the future. However, if the robot strictly follows the user’s preference (A.3), it will
ignore the expert’s preference for that action as well as leading to possibly detrimental health outcomes.

Interpreting the user and expert requests can give useful information for conflict resolution, in this
case, the information provided by the expert concerns the user’s health, and the user’s input can be
interpreted as wanting something to drink.

From this point, the robot can act in different ways, one of which is deciding on one of the proposed
actions and acting without providing any explanation (E.1). Another solution is providing an inter-
mediate or alternative solution such as offering water to the user (A.6). A solution involving conflict
resolution could be explaining to the user that they should consume less sugar, which is the expert’s
preference, without involving the expert in the explanation (E.2), and additionally offer an alternative,
such as offering water instead (A.6). Finally, another conflict resolution approach is explaining to the
user that their nutritionist prefers that they consume less sugar and offering a cup of water (E.3 or E.4).

Additionally, the robot can give feedback to the expert, for example, commenting that the user
accepted a cup of water after hearing its preference, but that they did not seem happy about it, offering
the possibility to the expert to change their preference or reach a compromise (A.10), such as allowing
the user to consume a limited amount of sodas during the week.

6. Conclusion and future work

In real-world scenarios, robots incorporating preference learning without expert knowledge may lead to
sub-optimal or incorrect task performance. We enumerated different actions and levels of explanations
to be used by a robot to mitigate conflicts in Multi-User competing preference scenarios.

Multi-Objective optimization approaches and using the robot as a mediator are promising tools for
conflict resolution, but the lack of literature on that scenario raises the stated challenges and open
questions, which provide a starting point for future research.
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