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Abstract
Our team of researchers from communications studies, engineering, computer science, and data informatics have
worked towards transdisciplinary research in community embedded robotics for the past two years. This paper
highlights how Adaptive Structuration Theory, a seminal social science framework, can inform trust when explor-
ing the complex problem of deploying autonomous robots in our community at the University of Texas at Austin.
More information about our full team and ongoing research can be found at https://sites.utexas.edu/nsf-gcr/.
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1. Introduction

Robot deployments in communities represent a highly complex task as pedestrian spaces are rapidly
changing, crowded, and present various hazards. Furthermore, robots share space with humans who
maintain varying worldviews, attitudes, tolerances, and baseline trust levels. Lab studies have shown
that robot malfunctions can alter participants’ trust [1], impacting their perceived safety [2]. Over the
past two years, our team has approached the challenge of deploying trustworthy robots in community
settings. We aim to converge methodologies, frameworks, and mental models from human-robot
interaction (HRI), social science, engineering, computer science, and data informatics. Topics of interest
include perceived safety, social navigation, human-robot teaming, and users’ perceptions of community
robots. Our ultimate goal is to lead the next generation of transdisciplinary research into solving the
highly complex and consequential problem of trust in community embedded robotics.

All fields intersecting community embedded robotics can benefit from a better understanding of
social interaction between people and robots, ultimately leading to the development of autonomous
robots that are more trustworthy. This paper argues for the use of Adaptive Structuration Theory (AST)
as an analytical method to increase understanding about community attitudes, trust, and decision
making in an embedded robotics context. Adaptive Structuration Theory is designed to examine the
social structure of interactions between people and technology, offering a new perspective from which
to study community embedded robotics. Furthermore, AST accounts for how people, technologies,
and organizations change over time. To that end, we propose Adaptive Structuration Theory as a
framework to explore community and organizationally embedded robotics.

2. Adaptive Structuration Theory in Robotics

To ground the team in our community, the project began with a series of nearly 70 qualitative interviews
regarding participants’ ideas, concerns, knowledge, and fears of community embedded robots. The
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primary thrust was to ascertain community members’ general feelings of trust, acceptance, and
understanding of robots. We believe this background study was an imperative step before successful
deployments would be possible. The ongoing data analysis includes characterizing a theoretical
deployment of community embedded robots, anticipating issues, successes, and unintended findings
prior to deployment. To this end, we are performing a sensitized, constant comparative analysis [3]
using Adaptive Structuration Theory on the interview transcripts.

Adaptive Structuration Theory is frequently used in organizational studies to study changes in social
interaction as advanced information technologies (AIT) are implemented [4]. Field studies suggest that
deployment of robots into organizations affects workflow, social, and political structures following imple-
mentation [5]. The benefit of using AST in such studies is that researchers can analyze aforementioned
structural and social changes through the use of a systematic method. Furthermore, as many roboticists
would agree, the intended use of a technology does not always result in the actual use of a technology
(e.g. https://spectrum.ieee.org/children-beating-up-robot). Traditionally, AST examines technology
use in organizational decision making, such as video conferencing platforms, voting tools, and virtual
schedulers. These tools are referred to as group decision support systems (GDSSs). We argue that
extending the model to technology that makes decisions is a valuable endeavor. Indeed, this extension
to investigate autonomous robots in communities provides significant value to roboticists seeking to un-
derstand trust, adoption, and social dynamics. Simultaneously, it enables social scientists to understand
the complexities of human robot interaction dynamics as technological change in organizations.

2.1. Structural Features

AST relies heavily upon a social perspective of technologies because the original technologies studied
(GDSSs) were primarily social-organizational tools. The theory assumes that all technology provides a
series of structures, referred to as structural features, that govern how people use systems during social
interactions. For robots, structural features include the robots’ communication abilities, ability to ma-
nipulate the world around them, and their mobility. For instance, one cannot have a conversation with
a robot that lacks a microphone and speaker. Depending on the robot’s level of interaction complexity,
its structural features are more loosely or tightly bound, which represents its adaptability in different
contexts. To continue the example, a robot equipped with a large language model to respond to conver-
sation with a person is loosely bound in its communication abilities, while a robot with a fixed database
of phrases would be tightly bound. As users encounter a robot and interact with its structural features,
users adapt their own communication (interactive) practices and social structures. Such examination
provides valuable insights that enables researchers to adapt a technology’s features to suit community
needs. Users can also leverage the robot’s structural features to appropriate it in unexpected ways [6].

2.2. Spirit

According to AST, the most iterative component of a technology is its spirit, also thought of as its
intended use. Interpreting the spirit of a robot lies within one’s ability to anticipate (or examine
post-deployment) resistance or acceptance of the robot in context. Spirit is the meeting place between
a technology’s technical and non-technical features. Some scholars refer to spirit as a technology’s
philosophy, intentions, or values [7]. However, the designers’ intentions often do not equate with
the spirit of a technology. Instead, spirit is the combination of perspectives from many sources (e.g.
designer, user, bystander, media) and is shaped through subsequent interactions over time.

For example, researchers tested personalized HRI with a snack delivery robot [8], and although they
did not use AST in their study, the theory provides a clear example of spirit. The researchers initially
described the robot as offering a “holistic service," and set out to mirror how service workers interact
with customers. The original spirit of the robot, based on the designers’ intent, could be labeled as
routine, personalized service. However, the spirit changed over time as participants interacted with the
robot based on the conditions they encountered. For instance, in the personalized condition, the robot
would converse with participants based on previous snack orders and interactions. In the depersonalized
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condition, the robot had a pre-determined script that did not change based on interactions. Due to
participants’ reported lackluster attitudes toward the robot in the depersonalized condition, we might
consider the spirit of the robot at the end of the experiment to be routine, impersonal service. On
the other hand, reports from participants in the personalized condition would describe the robot’s
spirit along the lines of friendly, personalized service. This highlights that based on interactions with a
technology over time, users’ and designers’ attitudes and experiences are reflected by describing spirit.

2.3. Levels of Analysis

After the identification of structural features and spirit, the next step involves appropriation process
analysis [4]. Using an analytical strategy, the appropriation analysis illustrates how new social
structures and technologies affect human interaction more generally. The analytical strategy examines
three different levels of social interaction: micro, global, and institutional. (See [9] , [10], and [11]
for step-by-step examples of appropriation analysis.) The various levels of appropriation analysis are
described below, and the analysis components are shown in parentheses.

The micro level of analysis focuses on various individual level speech acts, such as pedestrian
conversations, user experience interviews, or designer conversations. Analyzing these data produces
evidence of adaptive social structures related to technology appropriation. Researchers should be
sensitive to appropriations both within the bounds of designers’ original intentions for the technology,
and also those outside the bounds of the designers’ intentions. Is the robot being used for its intended
purpose, e.g., delivery (faithful appropriation)? Are pedestrians using the robot for entertainment
due to repeated malfunctions (unfaithful appropriation)? Researchers may also find resistance to
technology, phrases which challenge implementation, and overall skepticism (attitudes). The global
level of analysis identifies patterns of appropriation and social structure changes across groups. This
may include meeting transcripts, revised user manuals or media. Micro level texts may extend to the
global level as they are gathered together and analyzed as a whole. Global level enables researchers
to see the formation of larger changes in social interaction across time and multiple groups.

Finally, the institutional level of analysis focuses on discourse about technology occurring across
a longitudinal span. Social structure changes at this level include new discourse surrounding the
technology, differences among users across the years, and policy decisions. Other examples may
include the implementation of robotics in new settings. Researchers interested in examining changes
at a total organization level will likely require an institutional level analysis; on the other hand, some
researchers may find what they need at the global micro and global levels. The ability to generalize
should be taken into account.

3. Conclusions & Future Directions

This paper provides a brief introduction to Adaptive Structuration Theory for analytical use to under-
stand community perceptions of embedded robotics. Our hope is that further utilization of social science
theory in HRI research will yield a new understanding of trust and social response to autonomous
robots. Whether organizational change be municipal, corporate, or non-governmental, new technology
introduction is typically met with uncertainty. This paper provides an intro for roboticists and social
scientists alike seeking to understand community perceptions, increase trust, and foster acceptance
embedded robot deployment.
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