
Beyond Silos: An Interdisciplinary Analysis of 
Intersectional Discrimination from an EU Perspective 
Stephan Wolters 1 

 
1 Universidad Complutense de Madrid, Pl. Menéndez Pelayo, 4, 28040 Madrid, Spain  
 

Abstract  
This article examines intersectional fairness from socio-legal and socio-technical perspectives, 
focusing on the complexities arising at the intersection of multiple social identities. 
Intersectionality, initially conceptualized to address overlapping discrimination based on race and 
gender, is explored in the context of EU legislation and AI systems. The European Union’s legal 
framework, while comprehensive in its approach to anti-discrimination, often falls short in 
addressing the nuances of intersectional discrimination. Similarly, AI technologies exhibit biases 
that disproportionately affect marginalized groups, highlighting the limitations of current fairness 
metrics in addressing intersectional biases. The article discusses various approaches to defining 
and achieving intersectional fairness in machine learning, emphasizing the challenges of fairness 
gerrymandering and data sparsity. It advocates for an interdisciplinary approach, calling for 
inclusive subgroup definitions, strategies to address data gaps, and a focus on equity beyond mere 
parity. The article underscores the importance of ongoing research and collaboration in 
understanding and mitigating intersectional discrimination. 
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1. Introduction 

Intersectionality, coined by Kimberlé Crenshaw in 1989, is a vital concept in understanding the 
complexities of discrimination, particularly concerning race and sex [1]. Crenshaw used the 
DeGraffenreid vs. General Motors2 case to illustrate the specific challenges black women face, with 
discrimination at the race and sex intersection often overlooked. This framework acknowledges how 
various oppressions, like racism and sexism, intersect and compound disadvantages. 

Sandra Fredman's analysis of EU discrimination law categorizes experiences as sequential, 
additive, or intersectional [2]. Sequential discrimination involves separate instances of different 
discrimination types, while additive discrimination sees multiple types concurrently but 
independently. Intersectional discrimination, the most complex, involves inseparable, concurrent 
discriminations creating unique challenges. This intricacy is exemplified in the EU's approach under 
Article 21 of the EU Charter of Fundamental Rights, which lists 17 protected attributes. The 
potentially vast number of intersectional combinations3 reveal the challenges in addressing such 
complexities legally and technically. 

In AI fairness, intersectional biases are significant and stem from systemic societal biases reflected 
in training data, among many other reasons [3]. These biases often get replicated or magnified in AI 
systems, as shown in facial recognition technologies where errors are higher for women or those with 
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2 The DeGraffenreid case refers to a landmark lawsuit filed against General Motors (GM) in 1976 by twelve African American women. 
These women sued GM for gender and race discrimination, alleging that the company's seniority system disproportionately disadvantaged 
black women, effectively excluding them from better-paying jobs. The case highlighted the intersectionality of race and gender 
discrimination in employment practices. Ultimately, the Supreme Court ruled in favor of GM in 1979, stating that the company's seniority 
system did not discriminate against the women based on their race or gender, not acknowledging the compound effect of intersectional 
discrimination. 
3 17 protected attributes from article 21 of the EU Charter of Fundamental Rights in any combination from 2 to 15 attributes could amount 
to 131,036 combinations, where ethnic or social origin, religion or belief, political or any other opinion, count as different protected 
attributes. Admittedly, it seems unlikely to have more than 3 or 4 protected intersecting attributes in a particular situation, however, the 
problem persists even in a reduced context of few protected attributes.  
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darker skin tones, particularly dark-skinned women [4]. Traditional fairness metrics in AI often 
overlook the compounded impact of intersecting attributes, thus failing to capture the full scope of 
discrimination. For example, AI in recruitment processes has been found to disproportionately 
disadvantage women of color, favoring resumes from predominantly white, male-dominated fields 
[5]. 

This article aims to bridge socio-legal and socio-technical perspectives, seeking cross-disciplinary 
insights while acknowledging its preliminary status in this complex field. 

2. EU Legislation and Jurisdiction on Intersectional Discrimination 

The evolution of European legal frameworks to address discrimination, especially intersectional 
discrimination, is marked by foundational documents and evolving treaties. The Universal 
Declaration of Human Rights (1948) sets the stage with its emphasis on universal human equality and 
dignity, as outlined in Articles 1 and 2. This is bolstered by the European Convention on Human 
Rights (1950), particularly through Article 14, which explicitly prohibits discrimination in securing 
Convention rights, a scope further extended by Protocol 12 in 2005. 

Central to the European Union's legal landscape is the Charter of Fundamental Rights (2009), 
notably Article 21, which explicitly prohibits discrimination on various grounds. This is reinforced 
by EU Directives like the Racial Equality Directive (2000/43/EC) and the Employment Equality 
Directive (2000/78/EC), focusing on employment discrimination. The Treaty on European Union 
(TEU, 1993) and the Treaty on the Functioning of the European Union (TFEU, 2009) further 
underscore the EU’s commitment to combating discrimination (Articles 2, 3, and 10 of the TEU; 
Articles 18 and 19 of the TFEU). 

Despite these frameworks, EU legislation generally treats each ground of discrimination 
separately, not in an intersectional context [6]. This gap was addressed in the European Parliament’s 
resolution of 6 July 2022, focusing on intersectional discrimination, particularly regarding women of 
diverse racial backgrounds4. It calls for a holistic approach in policy-making and comprehensive 
impact assessments of legislation. The “Report on the Situation of Fundamental Rights in the 
European Union” (27 November 2023) 5 reinforces the need to address intersectional discrimination. 
The report highlights the Council’s inaction, indicating the necessity for an urgent enhancement of 
current EU anti-discrimination laws to include intersectional considerations. 

The European Court of Justice (ECJ) and the European Court of Human Rights (ECtHR) have 
adjudicated numerous discrimination cases6. However, they face criticism for their limited 
acknowledgment of intersectionality, often focusing more on 'multiple discrimination' [7]. This 
approach has been seen as insufficient to fully grasp the nuances of intersectional discrimination. 

In response to these challenges, D. Schiek suggests a reformation of anti-discrimination laws 
around key 'nodes' like race, gender, and disability [8]. This restructuring aims to recognize and 
address the overlapping nature of discrimination more effectively, offering a nuanced legal 
mechanism to deal with intersecting discrimination factors. Such an approach would streamline legal 
processes and provide a more comprehensive framework for addressing discrimination. 
Concurrently, I. Solanke [7] introduces the concept of stigma as an essential factor in understanding 
discrimination in the EU. She argues that traditional legal approaches focusing on individual 
characteristics like race and sex are limited. Solanke advocates for an anti-stigma principle that 

 
4 European Parliament resolution of 6 July 2022 on intersectional discrimination in the European Union https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX:52022IP0289 
5 No. 29, 36, and 44 of the report: https://www.europarl.europa.eu/doceo/document/A-9-2023-0376_EN.html 
6 Parris v Trinity College Dublin and Others (C-433/15): The ECJ ruled that a pension scheme's refusal to grant a survivor's pension to the 
same-sex partner of a scheme member, where the partnership was registered after the member had reached a specified age limit, was not 
discriminatory. This case was seen as lacking in intersectional consideration, particularly regarding age and sexual orientation. 
Achbita v G4S Secure Solutions NV (C-157/15): In this case, the ECJ found that a company policy banning visible signs of political, 
philosophical, or religious beliefs in the workplace did not constitute direct discrimination. This involved a Muslim woman who was 
dismissed for wearing a hijab. The ruling was criticized for not adequately addressing the intersection of religion and gender. Cf. Bougnaoui 
and ADDH v Micropole SA (C-188/15): Similar to Achbita. 
B.S. v. Spain (no. 47159/08): The ECHR found a violation of Article 3 (prohibition of inhuman or degrading treatment) and of Article 14 in 
conjunction with Article 3 of the European Convention on Human Rights in this case. It involved a woman of Nigerian origin who worked 
as a prostitute and alleged that she was racially abused by authorities on several occasions. The Court found that the Spanish courts had 
failed to effectively investigate the complaints, particularly not considering the applicant's vulnerability as an African woman working as 
a prostitute. This case was noteworthy for pointing to possible intersectional discrimination based on race/ethnicity, gender, and profession.  



considers the social meanings and synergistic effects of various attributes, potentially providing a 
more effective legal tool against intersectional discrimination. This principle would account for the 
socio-cultural power dynamics that underlie discriminatory practices, offering a deeper insight into 
the complex nature of discrimination. 

Both Schiek and Solanke's propositions indicate a need for a legislative paradigm shift to 
effectively address intersectional discrimination. Their approaches suggest that a more focused legal 
framework, incorporating concepts like stigma, could more accurately capture the experiences of 
those facing discrimination on multiple, intersecting grounds. These proposals not only aim to 
enhance existing legal frameworks but also contribute to the broader debate on AI fairness [9]. In this 
context, understanding and addressing intersectional considerations are increasingly recognized as 
critical for developing equitable and just technology. 

In summary, the EU's legal evolution demonstrates a growing awareness and response to the 
complexities of intersectional discrimination. While foundational treaties and directives lay the 
groundwork for anti-discrimination measures, recent resolutions and reports highlight the need for 
more nuanced approaches[7][8]. The critiques and suggestions by legal scholars point towards an 
emerging consensus on the necessity to reshape legal frameworks to better acknowledge and address 
the interwoven nature of discrimination experiences [10]. These developments are not only pivotal 
for legislative reforms but also have significant implications for sectors like AI, where fairness and 
non-discrimination are paramount concerns. 

3. The Weak Link between AI Intersectional Fairness and EU Law 

Limitations in AI systems are well-known and range from data-related issues like sampling and 
measurement biases [3][11]; to modeling limitations such as misclassification and overfitting [12]; to 
user-related issues such as confirmation biases and lack of trust [13]; to design and usability issues 
like lack of transparency and explainability [14]. These technical challenges intersect with some legal 
mandates, such as those in the EU AI Act, particularly Article 10 on data quality. However, from an 
intersectional fairness perspective, many of these limitations are exacerbated and not adequately 
addressed in EU legislation. 

Despite numerous fairness metrics, a generally accepted definition of algorithmic fairness has not 
been agreed upon [15][16]. Kearns et al. [17] illustrated fairness gerrymandering, where apparent 
fairness across a group masks discrimination against specific subgroups. This issue parallels the 
limitations of EU legislation in addressing intersectional discrimination discussed in section 2. 

Recent attempts to define intersectional fairness in machine learning include various techniques 
[18]. Most extend existing concepts of group fairness to multiple subgroups. Subgroup fairness 
adapts group fairness for structured subgroups, allowing some leniency from strict statistical parity 
[17], but may not fully protect smaller, highly affected subgroups. 

Calibration-based fairness in binary prediction tasks emphasizes predictor confidence 
accuracy. Multicalibration [19] ensures well-calibrated outcomes across subgroups, with 
multiaccuracy [20] providing a more lenient approach. A hierarchy of multicalibration methods [21] 
balances fairness strength with computational complexity. Metric-based fairness offers solutions 
for fairness in multiple intersectional groups, allowing minor fairness errors for practical application 
[22]. This approach ensures similar treatment for subgroups based on inter-individual distances. 

Differential fairness [9], inspired by U.S. anti-discrimination laws and differential privacy 
principles [23], aligns closely with EU anti-discrimination legislation, providing a comprehensive 
assessment of fairness across all groups but not specifically intersectional subgroups. Max-Min 
fairness applies the Rawlsian principle [24] to maximize utility for the least advantaged groups, 
though its effectiveness decreases with higher dimensions of intersectionality [25]. Probabilistic 
fairness addresses data gaps in intersectional groups using a differential fairness approach [26], 
recognizing limitations in detecting high-risk groups not present in the data. 

This overview highlights common problems: fairness gerrymandering, which may obscure 
disparities [27], and the marginalization of minority groups due to disproportionate weighting. These 
issues underscore the necessity for inclusive stakeholder involvement in developing fairness 
frameworks. Comprehensive approaches like Max-Min and Differential Fairness face challenges with 



data sparsity, particularly in highly intersectional or underrepresented groups [18]. This predicament 
often renders probabilistic methods more pragmatic but does not guarantee fairness for all subgroups. 

 
Nonetheless, this short discussion illustrates that no homogeneous technical framework exists to 

automate intersectional fairness nor (algorithmic) fairness in general as demonstrated by different 
researchers [28]. However, the legal sphere might not even be aware of intersectional discrimination 
without technical support, which reflects the need for ongoing legal and technical collaboration to 
ensure comprehensive protection against intersectional discrimination. 

4. Conclusions and Future Research 

The perspectives of both legal and technical domains regarding intersectional fairness 
encapsulate significant notions pertinent to the pursuit of a more equitable society for marginalized 
minorities embodying intersecting identities. Nonetheless, a harmonization of these viewpoints 
appears elusive. Despite disparate approaches, the underlying congruence in the issues underscores 
the potential for synergy in addressing them, more precisely: 

 
1. Subgroup Selection and Stakeholder Involvement: Both AI and legal systems tend to focus 

on larger, more easily identifiable groups, often overlooking smaller, intersectional identities. 
This oversight can perpetuate biases and discrimination against these marginalized groups. 
Involving diverse stakeholders, including representatives from various intersectional groups, 
legal experts, AI developers, sociologists, and ethicists, could increase visibility representation 
and protection [29]. 

2. Addressing Data and Legal Representation Gaps: AI and legal frameworks both face 
significant challenges in adequately representing marginalized subgroups. In AI, data scarcity for 
these groups leads to biases and inaccuracies in algorithmic outcomes [4]. In the legal realm, 
limited recognition of intersectional discrimination hinders the development of comprehensive 
anti-discrimination policies [2]. Joint efforts between these fields can address these gaps by 
creating more inclusive datasets and legal frameworks that fully recognize and protect 
intersectional identities. 

3. Achieving True Equity in Fairness and Law: Both AI and legal systems often aim for parity 
or equal treatment but can neglect the specific needs of intersectional groups. To achieve true 
equity, these systems must look beyond simple distributive measures and ensure genuine equity 
and representation. Interdisciplinary efforts are crucial in developing nuanced approaches that 
address the unique challenges faced by individuals with intersecting identities [30]. 

4. Flexibility in Mitigation and Adaptation: Both AI and legal systems must be flexible to adapt 
to the evolving nature of intersectional discrimination. AI faces the challenge of creating 
algorithms that can adapt to various tasks and contexts (e.g. via transfer learning [31]), while the 
legal field requires frameworks that can address a broad range of discrimination cases [32]. 
Versatile and adaptable approaches in both fields are essential for effectively addressing 
intersectional fairness. 

5. Understanding Bias and Causality: Understanding how bias propagates through AI systems 
and legal frameworks is crucial for developing effective strategies to address intersectional 
fairness. In AI, this involves tracing bias through the machine learning lifecycle [33], while in 
law, it entails understanding the causal pathways of discrimination [34]. Investigating causal 
approaches in both disciplines can lead to deeper insights and more robust solutions. 

6. Evaluating Fairness and Legal Measures: Evaluating fairness in AI via auditing frameworks 
[35] and assessing the effectiveness of legal anti-discrimination measures are parallel processes 
that benefit from continuous refinement and the inclusion of diverse perspectives. Both fields 
must adopt practical evaluation methods to ensure that fairness and anti-discrimination efforts 
are effective and adaptable to changing societal contexts. 



7. Test Cases and Legal Precedents as Benchmarks: Testing AI systems for (intersectional) 
biases [36] and establishing legal precedents or regulatory testbeds for such discrimination are 
crucial steps in creating benchmarks that guide future progress in both AI and legal sectors.7 
 
The primary aim of this article is not to offer a comprehensive exposition on intersectional 

fairness, but rather to elucidate how forthcoming interdisciplinary endeavors may propel inquiries 
on both fronts.  
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