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Abstract
The recently enforced EU AI Act has advanced the state of AI regulation and is largely perceived as a
valuable step toward regulating AI. Nevertheless, some articles of the AI Act remain contested and raise
societal concerns, highlighting that the AI Act’s aim to support the development of trustworthy AI is a
continuous endeavor, also in terms of discourse with society. Two highly discussed AI application areas
with great impact on societies worldwide are facial processing technologies (FPT) and generative AI
(genAI). For a socially sustainable regulatory approach, discourse between policymakers and citizens
is important. This requires, on the one side, understanding policymakers’ general opinions on citizen
participation. On the other side, there is the need to know which touchpoints and perceptions laypeople
worldwide currently have with and about these AI application areas. To learn about the perceptions of
both target groups, we surveyed policymakers and experts (N = 61) and laypeople (N = 1070) worldwide
in late 2023. Combining these two exploratory survey studies allowed us to identify key topics that
are relevant to policymakers and citizens to inform policy processes in light of the EU AI Act and
beyond. In the context of a larger research project, the results serve as a foundation for designing a
citizen deliberation process on FPT and genAI across continents. In this short paper, we motivate and
contextualize our research, present our research approach, and describe the first results.
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1. Introduction

“There are more questions than answers about how this technology will shape our environments
and interactions, and policy is struggling to keep up with developments” [1]. This assessment of
generative AI (genAI) in a recent OECD report [1] highlights the technology’s broad impact and
the need for research to guide policymaking. Also intensively debated is the impact of facial
processing technologies (FPT). Throughout the EU AI Act development phase, initiatives [e.g.,
2, 3] pointed out risks such as being biased, or violating basic rights, and campaigned for the
ban of facial recognition technologies (FRT). Others argued for safety benefits [e.g., 4].
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Strong and partially competing interests by different stakeholders emphasize that at the
core of sustainable regulatory approaches should be a continuous review of global societal
perceptions of technologies. These can serve EU policymaking as important (warning) signals
concerning regulatory blind spots, and explain how and why technology is (not) accepted or
adopted. In light of the regulatory legitimization of certain FPT use cases and the rapid roll-out
of genAI into various domains, laypeople’s perceptions should be steadily studied as they are
primarily affected by the adoption of these technologies. As such, spaces for discourse, as well
as ongoing alignment checks of the interests of policymakers and citizens’ needs, are crucial.

In this short paper, we present the design and initial results of two exploratory survey
studies laying the groundwork for a citizen deliberation research project on genAI and FPT by
identifying key topics that are relevant to citizens and policymakers. With this project, we aim
to provide critical input for policymaking and the implementation of the EU AI Act.

2. Recent Discourse and Related Work

The abrupt rise of genAI has spurred extensive public discourse, prompting the publication
of an open letter in March 2023 to pause giant AI experiments to “give society a chance to
adapt” [5]. Governments and organizations, such as the OECD, released policy considerations in
September 2023 [1], the G7 published the “Hiroshima Process International Guiding Principles
for Advanced AI system” [6] in October 2023, and the European Parliament and the Council
agreed upon the regulation of genAI through the EU AI Act in December 2023 [7], enforced
in August 2024 [8]. Concerning FPT, the EU AI Act bans biometric categorization systems
that use sensitive characteristics, untargeted scraping of facial images from the internet or
CCTV footage, emotion recognition in work and educational contexts, and facial recognition in
public spaces by law enforcement with exceptions [7]. Applications considered high-risk and
requiring conformity assessment include facial recognition as a safety component of products,
and all unprohibited biometric identification, biometric categorization, and emotion recognition
systems [9]. Nevertheless, there has also been continued criticism [10, 11].

Prior work on potential benefits of genAI stated that ChatGPT can enhance customer service,
automate repetitive tasks, enable 24/7 accessibility, aid educators and students, and serve as
information and accountability tool within institutions [12]. Others highlight opportunities
and threats across sectors and for culture and leisure [13]. For text-generating genAI, raised
concerns include bias, negative impact on democratic processes, generation of false information
and associated privacy concerns, and risk of job loss [12]. For text-to-image systems, further
potential risks include discrimination and exclusion, misuse, and mis-/disinformation [14]. Prior
work on public perceptions of genAI analyzing Twitter data found a generally positive sentiment
across occupations, which correlates with exposure to AI [15]. Likewise, IT practitioners in the
public sector indicated a high interest in and are optimistic about genAI, but are also concerned
about emerging threats [16]. Raised concerns regarding the unethical use of artworks for
training data played a major role in the negative sentiments of illustrators [15].

Prior work on FPT shows that particularly FRT exhibits bias, leading to a performance
decline on facial data from children [17], women, and people of color [18], thereby reinforcing
“existing racial disparities” [19]. To assess risks, researchers advocate for, e.g., a Human Rights



Impact Assessment and regular audits [20]. Prior work finds that public perceptions vary with
the FRT application context [21]. Influencing factors include the control over facial data, the
trustworthiness of the organization deploying FRT, the utility of FRT, and the surroundings
and location of FRT use [21]. Participants weighed the security, usability, and economic gain of
FRT with privacy risks [21]. We use these research findings and recent policy discussions as a
foundation for our surveys to cross-nationally compare views on genAI and FPT.

3. Method

Policymakers and experts survey (S1). Data collection: In November and December 2023,
we first surveyed policymakers and experts by sending out a total of 652 survey invitations. We
received 61 responses from across the world. Survey: We asked policymakers and experts what
topic (referring to genAI and FPT) they would like to hear citizens’ opinions on, how relevant
genAI and FPT are to their work, how knowledgeable they are, and how they perceive citizen
participation. We concluded with closed questions describing their current role. The mean
duration was 8.22 minutes. Participants: Respondents had 37 different nationalities, max. 3
participants from the same country (9 did not indicate). 20 respondents indicated to be female,
41 to be male. 3 participants stated to work at the European Parliament, 4 at the Council of
Europe, 2 at the OECD, 27 at a national government, and 25 in academia, a research center, an
NGO, or a private institution related to AI. Limitations: Due to the relatively low number of
participants, frequency analyses should be interpreted with caution.
Citizen survey (S2). Data collection: In December 2023, we surveyed English-speaking

laypeople across twelve countries and five continents via Prolific. The final dataset covers 1070
participants. Survey: Participants were randomly either drawn into the genAI or FPT technology
context, where basic information on either genAI or FPT was provided. We then asked about
perceived risks and benefits (open questions), and explored their opinions concerning several
touchpoints with and trade-offs for specific use cases (closed questions). The trade-offs and
use cases were selected based on prior research and policy discussions [e.g., 14, 22, 23, 24] and
provided to participants in an informative manner, enabling them to learn and develop opinions
about the technology in different contexts. Aligned with the EU AI Act, the FPT use cases
covered high-risk and limited-risk AI systems. Finally, we asked about measures for safe and
ethical technology use (open question) and who should introduce such measures or regulate
the technology (closed question). The mean survey duration was 22.55 minutes. Participants:
Participants’ nationalities are Nigerian (N=110), South African (N=105), Indian (N=96), Japanese
(N=24), South Korean (N=31), German (N=105), British (N=109), American (N=117), Canadian
(N=106), Chilean (N=100), Mexican, (N=104), Brazilian (N=63). 526 respondents indicated to be
female, 523 to be male, 14 to be non-binary, and 7 preferred not to say. Limitations: Participants
self-selected via Prolific, potentially impacting generalizability. To counter potential biases,
gender balance was ensured. The survey was rolled out in English, possibly attracting more
higher-educated individuals.
Data analysis. S1: We applied manual content analysis [25, 26] to the open-text responses.

S2: We performed automated topic modeling [27] refined by manual re-clustering on the open-
text responses. S1/S2: We applied frequency analysis to multiple-choice and scale questions.



4. First Results and Final Remarks

In the first survey (S1), we find that the majority of policymakers and experts perceive genAI and
FPT to be (somewhat) relevant to their fields. They generally perceive citizen participation to be
valuable: 84% perceive citizen participation to “strengthen democratic institutions.” While 80%
think that citizen participation might give voices to those less frequently heard, 70% indicated
that they may be able to learn from the public’s opinions or judgments. Participants would
like to hear citizens’ opinions about the areas of regulation (what, who, how), perception of
application contexts (individual use, public service, business contexts), awareness and informed-
ness (technical knowledge, awareness, education, trust), and trade-offs and concerns (individual
harms, transparency and accuracy, misuse, data security and protection).

In our second survey (S2), for both technologies, participants trust international institutions
run by experts the most to establish measures that make the use of genAI and FPT safe. They
believe that companies developing the technologies or those using the technologies, and for FPT
also the government, should be held accountable if the technology leads to harmful outcomes.
Participants indicate to have been most exposed to text-generating genAI use cases and least to
audio genAI. The awareness of perceived exposure varies significantly for the presented FPT
use cases, with participants being most aware of FPT for unlocking devices or verification at
airports, and least with emotion recognition in work or educational contexts. When confronted
with specific scenarios, participants across all countries find misinformation through genAI
and misuse of facial data for FPT to pose great harm. Opinions are most diverse regarding the
benefits and harms of genAI in the arts and the benefits of FPT for societal security. Participants
perceive a value of genAI in the field of education and for increased personal efficiency in the
workplace. At the end of the survey, participants reported being less excited and more nervous
than at the beginning – an effect stronger for participants in the FPT context.

Comparing results from both surveys (S1 and S2), discussed topics with greater shared interest
between experts and laypeople emerge: the need for regulation and specific regulatory strategies
to ensure data security, privacy, and transparency. Also, assessing risks, benefits, and the overall
impact on society, the job market and education are shared topics. Furthermore, ethical concerns
stemming from dis-/misinformation and consequences of potential bias, and the need for raising
awareness and educating laypeople are mentioned. One topic missing in citizens’ responses
but being of greater interest to experts is the use of genAI in public administration. Topics that
are frequently mentioned by laypeople but rarely by experts are general misuse (aside from
dis-/misinformation) and the need for responsibility and accountability for ethical use.

These initial results point to topics that are perceived by policymakers and citizens as subject
to discussion. Other topics crystallize as being of exclusive interest to policymakers or citizens.
We further analyze the data regarding national-specific differences in perception [28]. The
results of this research project can help experts and policymakers to direct their attention
to the issues that laypeople worldwide perceive to be most central, striving for technology
development, deployment, and application in a trustworthy manner. We take these exploratory
results as a basis for designing citizen deliberations on genAI and FPT taking place across
multiple continents. Methodologically, these deliberations will also be informed by our previous
work [29, 30, 31, 24]. We hope this project will fruitfully enhance the public discourse and
contribute to a continuous exchange between the policy, academic, and citizen spheres.
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