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Abstract
Companies using machine learning are increasingly obligated to integrate fairness considerations, often
driven by regulatory imperatives and public discourse. This has given rise to a startup ecosystem focused
on or at least integrating fairness measurement into their ML observability platforms. However, fairness
is a complex concept and there are still many open questions in research. We therefore investigate how
startups deal with this and present preliminary results of our ongoing analysis of the fairness startup
landscape. In our analysis, we review publicly available material (such as websites) from these companies.
We find two notable gaps: (1) the gap between fairness measurement in the algorithmic fairness literature
and what startups actually implement and (2) the gap between the claims made by these startups and
their actual practices. Based on our findings, we make recommendations for academia, policymakers,
and industry stakeholders to advance the cause of fairness in machine learning collaboratively.
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1. Introduction

Through the increasing use of machine learning, there is also an increasing awareness of
potential discrimination through automated decision-making systems. This has led to more
regulation in this space (e.g., in the EU AI Act [1]) and thereby to more pressure on companies
that are using machine learning. Consequently, ML observability platforms are starting to
incorporate fairness metrics into their offerings. Some of these platforms even prioritize fairness
as their primary concern. However, it is unclear if these platforms’ claims match what they
can actually offer – especially since we know that the field of algorithmic fairness still has
a lot of open questions to answer on the research side. Inspired by [2], we want to evaluate
these platforms’ “claims and practices”. Our focus is specifically on startups that integrate
some form of off-the-shelf fairness measurement into their platforms. We do not consider
consulting companies that do not offer stand-alone platforms and instead provide services such
as consultation or manual audits. For an overview of the AI audit ecosystem, we refer readers
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to [3]. We also do not consider open source platforms, which [4] has reviewed. Our goal is to
provide an overview of the fairness measurement startup ecosystem and to discuss how these
startups implement fairness measurement in practice. We aim to highlight the gaps between
current implementations and existing research and suggest potential improvements in both
research and implementation to guide algorithmic fairness in practice.

2. Methods

We collected relevant startups specializing in fairness evaluations from “The ethical AI database”,
Google search and Crunchbase, using a set of predefined keywords related to algorithmic fairness.
We then filtered this list for startups that claim to offer fairness metrics. This resulted in a
list of 21 startups, which we are currently investigating. Since their platforms are proprietary
products, we were not able to easily access them to check what types of fairness measurements
are implemented. We therefore rely on startups’ publicly available material, such as their
website, documentation, white papers and video material. We review this material to document
how these startups implement fairness measurement and also take note of the claims that they
are making about their products. The startups that we have analyzed so far are Arize [5], Etiq
AI [6], FairPlay [7], Fiddler AI [8], Mona [9] and SolasAI [10].

3. Preliminary Results

3.1. Fairness Measurement

For Fiddler AI, Arize and Etiq AI, we were able to find a clear list of the implemented fairness
criteria (see [11, 12, 13]). FairPlay uses one metric in all their reports, which we therefore assume
is the only one that their platform measures although they mention two more metrics on their
website’s FAQ section [14]. For Mona and SolasAI, we could not find documentation that listed
the implemented fairness metrics, so access to the platform would be required to evaluate this
further. Note that these platforms also implement other metrics (e.g., label distribution) for
evaluating different aspects. However, we focus specifically on fairness metrics and how users
are guided to choose between them.

Focus on standard group fairness criteria Of the platforms with information on which
concrete fairness criteria are implemented, all but one of the implemented criteria belong to
the group fairness category. Only Etiq AI mentions individual fairness [13]. However, there is
no explanation of how these are implemented or how the issue of defining similarity between
individuals is addressed. All other implemented fairness metrics are group fairness metrics. This
is a clear majority that resembles what we see in the open source landscape [4]. We assume that
the reason for this is that group fairness is very easy to implement and requires no further input
from users whereas individual fairness or causal definitions of fairness require domain-specific
input from the user.



Implemented fairness criteria Let us now summarize which fairness criteria we know to
be implemented.1

• Statistical parity / demographic parity: selection rate (probability of receiving a posi-
tive decision) equal across socio-demographic groups; implemented by all four startups

• Equal opportunity: true positive rate equal across socio-demographic groups; imple-
mented by three startups (Fiddler AI, Arize, Etiq AI)

• False positive rate parity: false positive rate equal across socio-demographic groups;
implemented by one startup (Arize)

• Equalized odds: both equal opportunity and false positive rate parity2 fulfilled; imple-
mented by one startup (Etiq AI)

• Group benefit parity: ratio of positive decisions to positive labels equal across socio-
demographic groups; implemented by one startup (Fiddler AI)

• Denial odds parity ratio of negative decisions to positive decisions equal across socio-
demographic groups. The ratio of two groups’ denial odds is described as a fairness metric
in FairPlay’s FAQ section [14], but it is doubtful whether it is actually implemented.

The first four of these criteria are well-known group fairness criteria that are commonly
found in the literature. However, they have also received criticism: One common theme is that
these fairness criteria only look at statistics relating to the decision but not at the consequences
of the decision [15, 16, 17, 18, 19]. However, what is relevant for fairness is how a decision
affects decision subjects. This mismatch can mean that enforcing some fairness metrics could
hurt marginalized groups as shown in [20, 19]. There has thus been a call for welfare-based
fairness criteria, which the analyzed tools have not implemented yet.

Lack of guidance Choosing an appropriate fairness metric represents multiple value judg-
ments about the situation at hand. This moral choice is difficult to make, but particularly hard if
one is not familiar with fairness and justice discussions – which we would expect to be the case
for practitioners using these platforms. We therefore sought documentation from all platforms
that guide users in choosing fairness metrics. Along with the specification of the fairness metrics
that are implemented, Fiddler AI, Arize, Etiq AI and FairPlay all provided more information
on these metrics. However, in three cases (Fiddler AI, Etiq AI and FairPlay) this information is
purely formal and descriptive. They simply describe the statistical metric in words instead of
using a formula. What is provided is not actual guidance, but something that merely appears
to be guidance at first. See, for example, Fiddler AI’s “guidance” on two fairness criteria (the
others are described similarly) in [11]:

• Group benefit: “If the two groups are treated equally, the group benefit should be the
same.”

• Equal opportunity: “If the two groups are treated equally, the TPR should be the same.”

1Note that because we only have access to the documentation and white papers, but not the platforms themselves,
there could be discrepancies that we cannot account for.

2Etiq AI actually uses equal opportunity and true negative rate parity, but by fulfilling true negative rate parity, one
also fulfills false positive rate parity.



Wanting groups to be treated equally seems like a good goal, which according to Fiddler AI
would mean having to fulfill both the group benefit and equal opportunity criterion – which
Fiddler AI (incorrectly) claims to be “impossible”.3 The given information is not only confusing
to users but also not backed up by research.

In a blog post [23], Arize provides a decision tree through which users are supposed to
find appropriate fairness criteria. This tree strongly resembles the one proposed by Aequitas
[24].4 With questions such as “Does your business problem require fairness to address disparate
representation or disparate errors in your ML model?”, the tree would (similar to Aequitas’ tree,
cmp. [4]) still be difficult to use for an uninitiated user of a fairness toolkit as they assume that
a user already knows what fairness requires in their context.

With access limited to the platforms’ websites and documentation, it’s unclear if more
guidance is available on the actual platforms. Given the unclear documentation, we do not
expect this to be the case.

3.2. Critical View on Claims

In our analysis, we came across various claims about fairness measurement and bias mitigation
capabilities of startups. Some startups give the impression that fairness is fully quantifiable
with a definite metric to measure bias, even though a single fairness metric cannot capture
the complexity of fairness. [25]. For bias mitigation, it is common to insinuate that mitigation
techniques are a solution or fix for discrimination – a techno-solutionist message [26, 27]. One
example that combines both is the following claim found on FairPlay’s website, advertising
why customers should use FairPlay’s platform: “20% Increase in fairness for Black applicants”
[28]. These kinds of claims carry the risk that third parties using these platforms build on the
claims of the startups to ethics-wash their product.

4. Discussion

As we have seen, most implemented fairness metrics are standard group fairness metrics. While
group fairness metrics have the advantage of being easy to implement, this also bears the danger
that they are used without much reflection. This issue is worsened by the platform providers
not offering any sort of moral guidance for choosing fairness metrics. Moreover, many startups
make misleading claims about their fairness capabilities that promote a techno-solutionist view,
reducing fairness to a single number. Although some startups have shown admirable intentions
in practical fairness solutions, they are inherently driven by customer demand – which is in this
case often a reaction to prevalent regulations. Therefore, achieving substantive fairness must be
a collective responsibility that extends beyond these platforms and encompasses policymakers,
researchers, the industry and society at large.

3Fiddler AI writes “An important point to make is that it’s impossible to optimize all the metrics at the same time.
This is something to keep in mind when analyzing fairness metrics.” With this, Fiddler AI hints at the impossibility
theorems [21, 22], which mathematically show the impossibility of fulfilling specific criteria at the same time under
certain conditions. However, they only showed this impossibility for certain metrics and, for example, did not
include group benefit.

4Although we note that the work of Aequitas is not cited by Arize.
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