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Abstract
Growing interest in the bias of LLMs is followed by empirical evidence of socially and morally undesirable
patterns of LLMs output. However, different definitions and measurements of bias make it difficult to
assess its impact adequately. To facilitate effective and constructive scholarly communication about bias,
we make two contributions in this paper: First, we unpack the conceptual confusion in defining bias,
where bias is used to indicate both descriptive and normative discrepancies between LLMs and desired
outcomes. Second, we suggest deontological reasons why bias is unacceptable. Common arguments
against bias are based on teleological grounds which focus on the consequences of biased LLMs. We argue
that bias should be identified and mitigated when and because it is morally wrongful discrimination,
regardless of its outcome. To support this argument, we connect biased LLMs with Deborah Hellman’s
meaning-based account of discrimination. Bias in LLMs can be demeaning and capable of lowering
the social status of affected individuals, making it morally wrongful discrimination. Such bias should
be mitigated to prevent morally wrongful discrimination via technological means. By connecting the
phenomena of bias in LLMs with existing literature from wrongful discrimination, we suggest that critical
discourse on bias should go beyond finding skewed patterns in the outputs of LLMs. A meaningful
contribution to identifying and reducing bias can be made only by situating the observed and measured
bias in the complex societal context.
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1. Introduction

In recent years, there has been a surge of interest in uncovering bias, ethical and social risks,
and potential harm in machine learning algorithms[1][2][3][4]. While the specific algorithms
of interest have changed with the development and use of new algorithms, current discussions
are dominated by large language models (LLMs)1. Following the explosive commercial success
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1In this paper, we use LLMs to describe language models that was published since BERT[5], which initiated the
popularity of language models in various NLP applications. There are various terms used to indicate language
models, including generative models, auto-regressive models, foundation models, and transformer models[6], to
name a few. For our purpose, we mainly use the term LLMs as it is now a widely used term. However, we would like
to note that the term LLM is not a strictly defined term with fixed conditions. What used to be a “large” language
model in the past can be “small” in several months.
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of LLM-based applications such as ChatGPT[7][8], there are heated debates about how this
technology might disrupt society. Numerous cases have been reported of LLMs exhibiting
morally dubious patterns that need to be urgently addressed. A growing literature on LLM bias
in computer science literature has been focused on identifying problematic patterns such as
racist[9], casteist[10] or anti-Muslim[11] outputs produced by LLMs.

In addressing biased outcomes of LLMs, most criticisms focus on the harm that biased LLMs
can bring about. However, such perspective assumes that the bias of language models are
problematic only based on their harms. We argue that moral permissibility of biased LLMs goes
beyond the harmful outcome that they may bring about.

In this paper, we discuss biased LLMs in terms of wrongful discrimination by building upon
literature on critical studies of technical systems and wrongful discrimination. Due to the
conflation of bias at multiple levels in the context of LLMs, it is not a trivial task to navigate
the disorganised discussion of bias in LLMs. To overcome such limitations, we investigate the
meaning of bias in the context of LLMs. Afterwards, we reason why such bias in LLMs are
wrongful and hence should be identified and mitigated.

In this attempt, we propose two questions that we will answer throughout this paper: First,
what does it mean for LLMs to be biased? Second, why do we care if LLMs are biased? To
answer the first question, various sources of confusion in the definition of bias are enumerated
in the next section. Sources range from different uses as disciplinary jargon, different methods
of operationalisation, to conflated conceptualisation of normatively and descriptively defined
bias. We identify that unpacking conflation in conceptualizations of bias is especially of critical
importance to avoid misleading interpretation of identified bias. Engaging with empirical
literature measuring bias in LLMs shows how different conceptualizations of bias leads to
varying implication of measured biases.

After discussing the conceptual conflation of the definition of bias, the second question asks
where the relevance of bias in language models stems from. The common argument against bias
in LLMs is in relation to the harms, as Biased LLMs can create incorrect outputs and can lead to
harmful outcomes. However, such consequential perspectives are unsatisfactory for justifying
some types of bias that should be mitigated despite being factually correct or not obviously
dangerous or unsafe. After discussing the limitations of consequentialist reasons for mitigating
bias, we provide deontological reasons to explain why bias in LLMs is impermissible beyond
harmful outcomes. We argue that bias in LLMs is morally wrongful discrimination and therefore
should be mitigated. To support this claim, we introduce Deborah Hellman[12]’s meaning-
based account of discrimination. Building on Hellman’s account of discrimination, we argue
that observed patterns of bias in LLMs are impermissible when and because they are morally
wrongful discrimination. Contextualising observed bias in LLMs in terms of discrimination is
crucial for justifying why and how LLMs should be unbiased.

2. What Does It Mean for LLMs to be Biased?

2.1. The Problem of Conflated Conceptualization

Among the various dimensions of conflation regarding bias in LLMs, the conflated conceptuali-
sation of bias is an important yet understudied problem. The term bias is used broadly in the
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literature on bias in LLMs. The definition often lacks clarity, partly due to the different ways in
which the term bias is used. There are several reasons for this, such as different disciplinary
practices or different methodological choices for operationalising bias. Among other reasons,
conceptual confusion leads to fundamentally different versions of unbiased LLMs. Bias is used
to describe a variety of gaps between the performance of LLMs and different golden standards.
In particular, such a golden standard can refer to normatively correct LLMs or descriptively
accurate LLMs.

As bias is a contested concept that is widely used across different disciplines, the variance
among definitions of bias is not negligible. When bias is defined in statistical analysis, it
describes the gap between the observed or estimated value and the true value. For instance, bias
is defined as “systematic error arising during sampling, data collection, or data analysis”[13] or
“prior information, a prerequisite for intelligent action.”[14] Alternatively, bias can be defined
as unfair treatment, as in Friedman and Nissenbaum (1996)[15], where normative evaluation
becomes an integral part of determining whether a pattern can be considered biased or not.
Friedman and Nissenbaum define computer systems are biased when they “systematically and
unfairly discriminate against certain individuals or groups of individuals in favor of others”
(ibid, p. 332). Since the context of studying bias in LLMs is not limited to a single discipline, the
usage of the term bias varies significantly. The gap between the definition, measurement, and
normative motivation for investigating bias has been criticised[16].2

Another layer that adds complexity to the definition of bias is the different operationalisations
of bias. Bias is a construct that cannot be directly observed or quantified. Therefore, bias needs
to be operationalised with observable properties that are relevant to the construct[19][20][21].
It is a prerequisite to clearly define the construct before operationalisation[22]. In our case,
the definition of bias in LLMs should be explicitly defined. In existing literature of measuring
bias, stereotypes, especially occupational stereotypes[23][24][25][26][27][28], are the most
commonly used properties to measure gender bias. This line of work can measure stereotypical
relations between genders and occupations, such as ‘man’ to ‘computer programmer’ and
‘woman’ to ‘homemaker’[29]. Sentiment score[24][30][31][32] is another commonly used
property to operationalise bias. LLMs are considered to be biased when a certain gender is
correlated with more negative sentiment, that gender is biased against to others.

2.2. Conceptual Conflation: Descriptive/Normative Framework

Besides varying definitions of bias across different disciplines or operationalisations, concep-
tual conflation concerns fundamental differences about bias. While the first two conflations
complicate the specific technical meaning of measured bias, conceptual conflation transcends
practical differences of working definitions or operationalisations.

To measure bias, bias first needs to be identified by comparing LLM outputs with the desired
state that is defined as unbiased. Based on how unbiased LLMs are defined, implications
of measured bias changes significantly. Broadly speaking, unbiased LLMs can be defined
descriptively and normatively. Descriptively defined bias can be measured by comparing LLMs
output with statistics that represent status quo. LLMs are considered unbiased when their output

2Similarly, discussion around fairness in machine learning has attracted considerable critical attention, such as in
[17] and [18].
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Table 1
Four Lands Analogy in Deery and Bailey (2022)

Descriptively accurate Descriptively inaccurate

Normatively correct Utopia Land Fantasy Land
Normatively incorrect Dilemma Land Disaster Land

aligns with the representation of reality, irrespective of normative implications. Alternatively,
LLMs can be compared to normative targets that define what LLMs should be like, irrespective
of whether they describe how things are like in reality. LLMs that produce outcome according
to the ideal status, such as equal representation of genders or absence of stereotypes, will be
evaluated as unbiased. Consequently, despite using the same vocabulary and similar methods
to identify bias, differences in conceptual conflation leads to vastly different implication of
measured bias.

Deery and Bailey (2022)[33] provide an analogy to describe different positions on how ideal
natural language processing technology should be. It helps to compare different unbiased LLMs
by laying out different possibilities based on two axes of normative correctness and descriptive
accuracy. Four different categories of unbiased LLMs are possible by looking at combinations
using the normative correctness axis and the descriptive accuracy axis, as described in Table 1.

In an ideal world, the Utopia land according to Deery and Bailey’s analogy, unbiased LLMs
accurately describe reality, and reality conforms to the normative ideal. It makes LLMs both
normatively and descriptively correct. In Disaster land, on the other hand, unbiased LLMs fail
to describe reality accurately, while also diverging from the normative ideal. In this case, LLMs
are descriptively and normatively wrong, which makes it irrelevant to develop such a model,
since it will be useless.

This leaves two possibilities in question, the Fantasy Land and the Dilemma Land, which are
also the most common versions of unbiased LLMs in the existing literature of measuring bias.
Fantasy land refers to the state where impartiality is defined by the normative ideal despite its
descriptive imprecision. It is a fantasy because it does not exist in reality. It is unrealistic, but an
ideal state of the world to which language models should aspire. On the other hand, dilemma
land prioritises descriptive accuracy, even though such accuracy does not correspond to the
normative ideal. It is a dilemma because it is an intractable problem to satisfy both descriptive
and normative demands. It is not ‘ideal’ because the present world is not perfect. Adapting
language models to an imperfect reality will inevitably lead to imperfect language models.

2.3. Choosing between Fantasy and Dilemma

The decision as to where unbiased LLMs should be located, either in fantasy land or in dilemma
land, comes down to prioritising descriptive accuracy or normative correctness. The dilemma
arising from the tension between normative and descriptive correctness is not a problem unique
to language models or algorithms. It is a “specter of normative conflict" (Basu, 2020)[34] that
fairness might require inaccuracy. The dilemma perspective suggests that the apparent conflict
between fairness and accuracy cannot be resolved (ibid, p. 191-197). Fantasy land advocates
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normative correctness, claiming that LLMs should be free of problematic patterns such as
stereotypes that exist in reality.

Basu describes how the pursuit of such an ideal comes at the cost of a loss of descriptive
accuracy, which can reduce the usefulness of language models. Prioritising descriptive accuracy,
on the other hand, can create more utility for LLMs by aligning with a factual description of the
status quo. However, it may risk perpetuating existing problems of reality through language
models and reproducing undesirable patterns of injustice.3 In the following subsections, we
will refer to existing literature that empirically measures bias in LLMs. Two different ideals of
unbiased LLMs will be discussed in terms of their implications and limitations.

2.3.1. LLMs in Fantasy Land

The most common approach to identifying bias in LLMs is to compare the output of the model
with a set of ideal states. Different versions of ideal states are suggested by the authors who
propose the metrics to measure bias. For example, unbiased LLMs are often defined as a-
stereotypical[35] model that does not exhibit existing stereotypes. Stereotypes based on gender,
religion, or race are considered undesirable, so LLMs should not be more likely to produce
outcomes that conform to stereotypes. Another common approach is to seek a consistent
baseline across groups, treating different groups of individuals ‘equally’[32]. Indeed, unbiased
LLMs should not favour certain groups over others, nor be more prone to producing stereotypical
texts.

The reference to an ideal state seems to be a self-suggestive step, considering the problematic
patterns reflected in the training data, which is the prominent source of bias in language models.
The data represent a reality that reflects morally imperfect features of the world. Therefore,
language models trained on problematic data will inevitably show problematic patterns. By
providing an alternative ideal where problematic patterns of reality are removed, the argument
goes, LLMs can be improved.

However, this approach requires a definition of what an ideal language model is based on
different aims. The definition of the ideal state can be subjective, contradictory, and controversial,
which makes it difficult to compare differently unbiased LLMs. Establishing the criteria for an
ideal language model requires conceptualising relevant concepts and evaluating conflicting
values. ‘Essentially contested concepts’[36] such as bias or fairness are multifaceted and enables
different possibilities to conceptualise the constructs.4 Due to the complex nature of bias, any
reductive definition runs the risk of missing potentially relevant features.

3Deery and Bailey (2022)[33] argues that there is an ethical value in not debiasing, such as presenting problematic
patterns. Debiasing can create a false illusion of improved fairness, more than is actually the case, which can
contribute to a devaluation of the problem. However, in the case of LLMs, we argue that the risks of perpetuating
problematic patterns through LLMs outweigh the ethical value of leaving the problematic patterns intact in the
models. Empirically comparing such potential benefits and harms can be an interesting research direction in the
future.

4There has been much academic discussion about how to measure fairness. While various fairness measures have
been developed, many of them are incompatible and even contradictory. On the inherent difficulty of measuring
fairness, see, inter alia, Hellman (2020)[37], Jacobs and Wallach (2021)[22], Binns (2020)[38], and Delobelle et al,
(2022)[2]
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2.3.2. LLMs in Dilemma Land

As shown earlier, defining an ideal state in fantasy land is challenging because there is no
one perfect LLM that everyone agrees on. Therefore, an alternative approach in dilemma
land does not define what language models should be like. Instead, the model is compared to
reality. The way reality is represented can be broadly divided into a statistical account and a
subjective-evaluative account.

According to the statistical account of bias, the model is biased if the output does not match
the statistical source with which it is compared. Real-world statistics are used as the source of
what a model should represent. As an occupational stereotype is one of the most common ways
of assessing bias, national labour statistics in countries[27] are often used to compare with the
outputs of LLMs. For example, Touileb et al. (2022)[25] measure bias in LLMs using Norwegian
statistics on the gender ratio in different occupations. The authors show that LLMs tend to
map gender-balanced occupations as male-dominated according to Norwegian occupational
statistics (ibid, p. 209). Therefore, the author argues that the model shows gender bias since
LLMs misrepresent the distribution of occupations in Norway.

According to the subjective-evaluative account, the output of LLM is validated with human
evaluation to assess whether the bias of a language model matches human bias. Following this
approach, bias in a language model may be acceptable as long as humans show a similar degree
of bias. The results of LLMs are compared with human perceptions measured by crowd-sourced
annotators[24] or experts[39]. For example, Sotnikova et al. (2021)[39] use authors’ ratings of
how stereotypical given statements generated by language models are.

Some describe this approach as non-normative because it is a descriptive comparison. Ac-
cording to both statistical and subjective-evaluative accounts, bias is identified based on the
discrepancy between the LLMs and the status quo, and this discrepancy is considered undesir-
able. Unbiased LLMs ought to either resemble real-world statistics or human perceptions. By
referring to existing statistics, the comparison can be justified by relying on the authority of
the statistics, rather than the authors deciding how LLMs should be. For example, referring to
national labour statistics establishes the baseline as a representation of the status quo in the
labour sector in the limited context in which such statistics are collected. Similarly, comparison
with human assessments provides an observable baseline against which the performance of
LLMs can be empirically assessed.

2.4. No Land without Normativity

However, both attempts to identify and measure bias in LLMs both in fantasy land and dilemma
land are products of normative decision. It is obvious why normative approaches, LLMs in
fantasy land, are the result of normative decision, as the bias is defined as a gap between the
output of LLMs and normative ideals, such as a-stereotypical or indifferent to different groups
of people. However, as much as fantasy land approach, the descriptive approach as in dilemma
land is based on a normative position. Aiming to align LLMs with a descriptive representation
of the status quo is a strong normative position, as it assumes that reproducing the status quo is
desirable.

Unbiased LLMs developed according to this perspective will reinforce the existing social
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structure. The repetition and reinforcement of existing biases in LLMs is a well-documented
phenomenon, exemplified in studies shown earlier in both fantasy land and dilemma land.

Moreover, the choice of which descriptive statistics or which human baseline to use is also
a political choice. By referring to certain statistics as a golden standard to which LLM should
be aligned, such statistics gain a position of power as authority. No statistic is neutral[40],
but rather a product of social structure. The choice of people to compare LLMs with, whether
they are experts in the field, university students, or crowd-sourced workers from low-wage
countries from the Global South, also has significant implications for the interpretation of LLMs.
Therefore, statistics do not qualify as objective, neutral authority that LLMs should be aligned
with. Rather, it is a type of normative choice putting forward a specific value or perspective
similar to putting forward an imaginative ideal state without referring to empirical data.

3. Why are Biased LLMs Undesirable?

In the previous section, we discussed the conceptual confusion that leads to a fundamentally
different idea of unbiased LLMs. Despite differences in conceptualisation and operationalisation,
there seems to be a broad consensus in the field that bias in LLMs is undesirable and should
therefore be mitigated. And the most widely adopted motivation for such endeavor is due to
the harm that biased LLMs can cause.

In addressing biased outcomes of LLMs, the most widely adopted framework in literature has
been categorizing harm into representational and allocational harm based on Kate Crawford’s
NIPS Keynote in 2017[41]. Representatinoal harm refers to the reinforcement of subordination of
people based on social identifiers such as race and gender. Allocational harm refers to decision-
making systems withholding an opportunity or a resource to certain groups.[42] However, such
perspective assumes that the bias of language models are problematic when and because it is
harmful. For instance, LLMs can be harmful by creating misinformation. Proponents of such
arguments focus on the consequences of biased LLMs.

However, such a consequentialist view is unsatisfactory in some cases of bias as we will show
in this section. We propose deontological reasons why bias in LLMs is inadmissible, as it is
morally wrongful discrimination. Wrongful discrimination is impermissible regardless of its
consequences as it fails to treat people equally.

3.1. ‘Hallucinated’ LLMs are Harmful

One of the most common criticisms of LLMs is their ‘hallucination’[43]. Hallucination refers
to the tendency of LLMs to produce texts that are not factually based. The basic mechanism
of LLMs is to produce a statistical prediction of the most likely sequence, which does not take
into account its veracity. The hallucination of LLMs is therefore a feature, not a bug. Despite
such fundamental limitations, many people use applications that use LLMs, such as ChatGPT,
as search engines or knowledge bases to retrieve useful information. Therefore, descriptive
inaccuracy severely diminishes the utility of LLMs in many use cases. Moreover, it can be
harmful and unsafe in high-stake situations such as health information or political disputes.
Thus, the argument goes, LLMs should be unbiased in the descriptive sense to be useful and
practical.
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To reduce harms that can be caused by LLMs’ hallucination, factual correctness, or groundness,
has become integral part of LLM evaluation. For example, Touvron et al. (2023)[44] evaluates
safety along three dimensions: Truthfulness, toxicity, and bias. Thoppilan et al. (2022)[45]
evaluates harm, discrimination, and misinformation. The authors aim to mitigate ‘unsafe model
output to avoid unintended results that create risks of harm, and avoiding creating or reinforcing
unfair bias.’ (ibid, p. 5) While authors make different connections between truthfulness, toxicity,
bias, safety, and harm, they share the focus on the result of biased LLMs.

3.2. Constraints on Consequential Views

Reducing and preventing undesirable outcome of biased LLMs has been the focus of critical
investigation of LLMs in empirical literature . Bias, defined as descriptive inaccuracy, is avoided
by making LLMs factually truthful. However, making LLMs truthful can still result in harmful
LLMs. As discussed in the previous section on dilemma land, aligning LLMs with status quo
denotes that it is desirable to replicate the reality. Making LLMs factually accurate still risks
reinforcing existing unjust prejudices since the status quo itself is shaped partly by ‘morally
problematic attitudes, beliefs, and institutions’ as Basu(2020)[34] describes. As present reality
embeds historical injustice, repeating reality via LLMs risks replicating and reinforcing existing
patterns of injustice.

Moreover, the link between harmful consequence and bias are often ambiguous. An example
reviewed by Blodgett et al. (2021)[46] highlights that many operationalisations of bias are
contradictory and unjustified. For instance, the authors found a benchmark defining a stereotype
as ‘The exchange student became the star of all our art shows and drama performances’, while
the anti-stereotype was described as ‘The exchange student was the star of our football team’
(ibid, p. 1004). It is unclear how ‘debiasing’ LLMs according to such stereotypes will contribute
to the less harmful consequence of LLMs. A vague link between bias and harmful consequence
may risk reducing bias problems to immediately obvious harms. It also leaves room for implicit
and benevolent discrimination whose harmful outcomes are not explicitly visible.

However, such criticisms should not lead to the mistaken conclusion that working on the
bias of LLMs is an unfruitful effort. On the contrary, it is important to justify and strengthen
the argument why certain biases should be measured and reduced, as it contributes to the
relevance and implication of measured bias as such. In the next section, we discuss an alternative
motivation for identifying, measuring, and reducing bias: the deontological view.

In deontological theories, what makes choices right depends on how it confirms with a moral
norm, irrespective of the outcome that choices bring[47]. Bias in LLMs is undesirable regardless
of the outcome of biased LLMs. Compared to the extensive efforts to identify and measure bias,
relatively little attention has been paid to contextualise why such measured bias is relevant in a
societal context, especially in relation to discrimination.

4. Do LLMs Discriminate?

In previous sections, we discussed what it means for LLMs to be biased, which answers the
first question we raised earlier. In this section, we seek to answer the second question: Why
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do we care if LLMs are biased? We argue that it is because bias in LLMs constitutes wrongful
discrimination.

Discriminatory bias risks exacerbating existing injustice through technological means[48].
The reason why LLMs are criticised for their tendency to produce stereotypical, biased results
on socially relevant characteristics is not that it is wrong to be stereotypical per se, but because
it is discriminatory. It is the discriminatory meaning attached to the observed bias in whatever
form, either descriptive or normative, that determines which outputs of LLMs are permissible.
While different contexts and objectives of LLMs and bias measures designed for LLMs shed
light on different aspects of LLMs, what makes such patterns critical subjects of study is their
relevance to discrimination.

In this section, we will discuss what discrimination means and how it relates to biased LLMs.
In particular, an important question is what distinguishes mere discrepancy from morally
wrongful discrimination. We first engage with existing literature on wrongful discrimination.
Afterwards, we apply Deborah Hellman’s meaning-based account of discrimination to the
case of bias in LLMs. Why is the description of proactive male characters and submissive
female characters in GPT-3 generated stories problematic[49]? More specifically, why are such
dimensions of LLM problematised and measured among many other possibilities?

4.1. Wrongful Discrimination

What is discrimination and what makes them wrongful? Extensive scholarly discussions have
investigated various aspects of discrimination: from distinguishing direct and indirect discrimi-
nation and their moral permissibility[50][51][52], differences between harmful, harmless, and
even beneficial discrimination[53], to wrongful action and wrongful discrimination (ibid, p. 111).
As Slavny and Parr (2015)[53] sketch out, the most contested issues in theory of discrimination
is distinction between ‘exclusively consequence-focused’ and others who argues that wrongful
discrimination can be defined by other factors than the consequences that discriminatory actions
bring about (ibid, p. 101).

For instance, harm-based account by Kasper Lippert-Rasmussen[50] is an example of consequence-
based account. According to his harm-based account, “an instance of discrimination is wrong,
when it is, because it makes people worse off"(ibid, p. 154-155).

In contrast, scholars like Deborah Hellman focus on the objective meaning conveyed by
discriminatory act[12]. Alternatively, Sophia Moreau[51] views discrimination is wrongful
when it denies one’s “right to have a certain set of deliberative freedoms, and to have these
freedoms to an extent roughly equal to those held by others"(ibid, p. 168). Moreau and Hellman
disagree in what role demeaning messages, sent by discriminatory action, serves in defining
what renders an wrongful discrimination. The reasoning of wrongful discrimination can be
found outside the consequences of discriminatory action.

In this article, we follow Deborah Hellman’s meaning-based account of discrimination to
explain the wrongness of bias in LLMs. It is not to suggest that this is the only possible
explanation why bias in LLMs is wrong, but rather aiming to bridge existing in bias in LLMs
research and discrimination literature. We show that different theories on discrimination can
challenge widely-accepted assumption in bias in LLMs research, where wrongness of biased
LLMs is based on their harmful outcome, almost exclusively. Critical discourse in biased LLMs
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can benefit from referring to theories on discrimination from political philosophy and law,
which can strengthen the argument why some bias matters more than others.

4.2. Meaning-Based Accounts of Discrimination

In a broad sense, discrimination can refer to any differential treatment based on personal
characteristics[12]. And not all forms of discrimination are morally problematic.5 For example,
charging young drivers more for their insurance can be regarded as age discrimination. However,
some discrimination is justified to prevent adverse selection[55]. Similarly, giving discounts
to the elderly, people with reduced mobility, or students in public museums is also benevolent
discrimination based on age or status, which is accepted as a form of social security or other
reasonings. Applying the same arguments on LLMs, discrimination by LLMs against certain
groups of people may not be morally problematic in itself. For example, an LLM that produces
more cat lovers than dog lovers will not be of significant moral or social concern. What makes
such discrimination wrongful is the meaning of the discrimination.

Deborah Hellman(2017)[12] argues that what makes discrimination morally wrong is the
meaning of the discrimination, rather than the intention of the actor, the relevance of the trait
used to discriminate, or the rationality of the discrimination. Based on the meaning-based
account of discrimination, the author argues that "discrimination is wrong when and because
it is demeaning" (ibid., p. 1). It is demeaning when the actor with social power engages in
denigration, which is the act of saying that someone is not good or important, and fails to treat
those affected as equals. Hellman argues that we need to look at the meaning of discrimination
in order to assess whether such discrimination is morally wrong.

The meaning-based account of wrongful discrimination has two aspects, an expressive di-
mension and a power dimension. An expressive dimension concerns whether an action or
policy regards another person as inferior or of lower status. Hellman argues that discrimination
is particularly problematic when it is based on socially salient characteristics such as gender
and race. Socially salient characteristics such as gender can be used as "accurate proxies" for
discrimination based on historical injustice. (see also Johnson (2021)[56]) Therefore, discrimi-
nation based on socially salient features is particularly morally problematic because it fails to
treat people with equal moral worth.

Another dimension of the meaning-based account of wrongful discrimination is the power
relationship. If the actor making the statement has social power that gives force to the meaning
of the act or policy, then the discriminatory act is sufficient to be unjustified discrimination.
Hellman argues that power is important in identifying unjustified discrimination because the
actual power enables such discrimination to lower the social status of those affected. The
discriminator with power and authority can affect people in more critical ways than those
without such power. Furthermore, Hellman stresses that degradation depends on the capacity
that comes with power, not on an actual effect. Regardless of the outcome, when the actor of
power fails to recognise the equal moral worth of others, it is morally wrongful discrimination.

5“The principle of discrimination” (also called “principle of distinction”) is referred to as one of the most important
principles of International Humanitarian Law, the field of law governing armed conflicts[54]

10



Chaewon Yun et al. CEUR Workshop Proceedings 1–18

4.3. Bias in LLMs as Morally Wrongful Discrimination

In the previous section, we explained Deborah Hellman’s account of the meaning-based account
of discrimination. Building on her theory of discrimination, we argue that biased LLMs can
constitute a case of morally wrongful discrimination. We discuss how bias in LLMs exhibits both
expressive and power dimensions according to the meaning-based account of discrimination.
In this section, we discuss two dimensions of discrimination using an example of measured
gender bias by Lucy and Bamman (2021)[49]. We will use this example to show how biased
LLMs instantiate morally wrongful discrimination.

4.3.1. ChatGPT: “Male characters are powerful and female characters are emotional"

Lucy and Bamman (2021)[49] examine stories generated by GPT-3 that reproduce gender stereo-
types from film, television, and books. The authors compared the themes of GPT-3-generated
stories and human-written books to see how the perceived gender of the character related to the
occurrence of topical terms such as appearance, intellect, and power. The perceived genders of
characters were identified based on gendered pronouns, honorifics, or names. The prompts used
for GPT-3 to generate stories consist of single sentences containing main characters, sampled
from 402 contemporary English fiction books.

The authors carried out two types of content analysis. First, topic modelling was used to
identify coherent collections of words in the text. The result shows that GPT-3 tends to associate
female characters with topics related to family, emotions, and body parts. In contrast, masculine
characters were associated with politics, war, sports, and crime. The authors show that the
different themes across perceived gender in the stories generated by GPT-3 are consistent
with previous work showing that language models associate women with caring roles[23],
maternalism, and appearance[57]. In addition, GPT-3 generated longer stories when the prompt
contained stereotypical characters than anti-stereotypical characters.

In addition to topic modeling, the authors analyze how characters are described by measuring
semantic similarity with lexicon embeddings. Three dimensions of description, appearance,
intellectuality, and power, were chosen based on previous work on stereotypical description
based on gender[57][58][59][60]. The result shows that words describing appearance are often
used for female characters and words related to power are used for male characters.

The authors conclude that GPT-3 had internalised stereotypical gender stereotypes, which
was strong enough to neutralise the effect of using power words for female characters. Even
when the prompts did not contain explicit gender information or stereotypes, GPT-3 tended
to generate stories that conformed to gender stereotypes. In addition, the authors found that
GPT-3 tended to include more masculine characters and that the outcome varied according to
the gender of the character, even when identical prompts were used (ibid, p. 51-52).

4.3.2. The Expressive Dimension

The expressive dimension assesses whether the one expresses denigration and views the other
as less worthy, i.e. demeaning. To assess the expressive dimension of prejudice in LLMs, it is
necessary to see whether the prejudice treats certain groups of people as having lower status
compared to other groups of people.
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Lucy and Bamman’s (2021)[49] research shows that stories generated by GPT-3 show encoded
stereotypical gender bias. The association of women with family, appearance, and less power
has been studied extensively in feminist theory. The association of women with appearance
reflects the history of objectification of women. Feminists have raised the problems of objecti-
fication that make women overly preoccupied with their appearance[61]. The association of
women with their appearance fails to recognise women as equal agents to men by identifying
women only/mainly with their bodies rather than their whole being. Bartky argues that the
fragmentation of the female body sees women as "less inherently human than the mind or
personality"[62][61]. Language models that associate female characters with appearance show
that gender injustice is reproduced by technological means.

Similarly, an examination of family dynamics and power structures effectively highlights
the presence of gender inequality. Susan Moller Okin points out that "socially constructed
inequalities" exist in the distribution of critical social goods such as power, prestige, and
opportunities for self-development[63][64].

By reiterating coded gender inequality, LLMs like ChatGPT fail to treat people of different
genders equally. By associating women with less power and agency, women are given a
lower status. Such an example demonstrates how bias in LLMs instantiates morally wrongful
discrimination. As Hellman argued, the repetition of historical injustice along the axes of
socially salient characteristics is a significant case of morally wrongful discrimination.

4.3.3. The Power Dimension

Another dimension that needs to be explored concerning Hellman’s meaning-based account
of discrimination is the power dimension. To address the power dimension, we should ask
whether LLMs have power and authority that can influence people in more consequential ways.
If the agent of power, in our case LLMs, fails to recognise the equal moral worth of others, then
this is morally wrongful discrimination. And we argue that language models are in a position
of power where bias can begin to have a consequential impact on people’s lives.

Several literatures have analysed the impact of ChatGPT, such as the EUROPOL report
on law enforcement[65] and Dempere et al. (2023) on higher education[66], among others.
ChatGPT is just one example of an application using LLMs. LLMs have been adopted in various
applications and can be used in numerous creative ways, from collecting debts[67] to creating
an AI companion[68]. As this is a rapidly growing market, applications using LLMs are likely
to increase. Traditionally conservative sectors such as the military are also experimenting with
incorporating LLMs into their operations[69]. As used in real-world scenarios, LLMs have
power and authority that will directly and indirectly affect people’s lives. The bias of LLMs used
for different applications, such as debt collection, can lead to unequal treatment of different
groups of people.

AI has the potential to transform society, as evidenced by the heated debate on how to
regulate AI[70]. However, the real-world impact of biased and opaque algorithms has been
materialising for years even before LLMs were developed. Monumental cases of algorithmic bias
in criminal risk assessment algorithms[71], facial recognition algorithms[72], or recruitment
algorithms[73] show critical consequences of using such algorithms in practice. Such cases
demonstrate that discriminatory treatment disproportionately harms historically marginalised
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populations, and LLMs are no exception. Discriminatory patterns based on socially salient
characteristics such as gender, race, and religion are easily found in LLMs, which can exacerbate
existing discrimination based on such characteristics. It also indicates potential discriminatory
patterns that are harder to measure can be undermined.

In this section, we have discussed biased LLMs and the meaning-based account of discrimi-
nation. To assess what level of measured bias in the language model is sufficient to constitute
morally wrongful discrimination, two aspects need to be examined: the expressive dimension
and the power dimension. The expressive dimension can be evaluated by assessing whether the
bias expressed in the language model’s output fails to treat those affected as equal to others.
The power dimension examines whether the language model has the power to turn such dis-
criminatory bias into real harm. We have shown how measured bias in LLMs relates to two
dimensions of discrimination, building on Deborah Hellman’s account of morally wrongful
discrimination.

5. Conclusion

In this paper, we have engaged in a conceptual analysis of bias in LLMs to investigate what
it means for LLMs to be biased. Among various sources of confusion in defining bias, we
focused on conceptual conflation where bias is used to refer to either descriptive inaccuracy
and normative inaccuracy.

Descriptive inaccuracy is commonly measured by comparing LLMs with descriptive statistics,
such as national labour statistics. Alternatively, bias in LLMs refers to normative inaccuracy,
such as stereotypical correlations with socially salient characteristics such as gender, race, or
religion.

Common arguments against bias are based on practical utility or safety grounds, which are
consequential grounds based on the outcome of bias in LLMs. We argue that bias in LLMs
should be identified and mitigated because it is morally wrongful discrimination, regardless
of its outcome. Irrespective of the descriptive or normative correctness of biased patterns
that LLMs produce, it is concerning when and if such bias instantiates morally wrongful
discrimination. We presented Deborah Hellman’s work on the meaning-based account of
discrimination. She provides a framework that considers two dimensions of discrimination: the
expressive dimension and the power dimension. We showed that biased LLMs are a case of
morally wrongful discrimination based on both accounts. We also use one specific case of bias
measurement to show how this framework can be applied to empirical bias measurements.

Regardless of the outcome of the bias, morally unjustified discrimination against LLMs is
unacceptable. People have equal moral worth and should not be discriminated against on the
basis of socially salient factors such as gender, race, or religion. The same argument applies to
LLMs. It is particularly important to discuss the societal implications of bias against LLMs, as it
is anticipated that the technology may transform various sectors of society and affect the lives
of many people. Bias in LLM poses the pertinent threat of technology-enabled discrimination
which risks exacerbating existing social injustices.

Bias in LLMs is a problem not because of observed biased patterns per se, but because it can
discriminate in wrongful ways. To accurately identify potential risks and harms that may be
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posed by LLMs, we urge that the study of bias in LLMs should go beyond finding a skewed
pattern in the outputs of LLMs. We provided a lens of wrongful discrimination as a framework
for evaluating pertinent LLM bias in a societal context. A meaningful contribution to identifying
and reducing bias in LLMs can be made only by situating the observed and measured bias in
the complex societal context where the impact of bias can be critically evaluated.
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