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Abstract

This paper is a collaborative effort between Linguistics, Law, and Computer Science to evaluate stereo-
types and biases in automated translation systems. We advocate gender-neutral translation as a means to
promote gender inclusion and improve the objectivity of machine translation. Our approach focuses on
identifying gender bias in English-to-Italian translations. First, we define gender bias following human
rights law literature and linguistics literature. Then we proceed by identifying gender-specific terms
such as she/lei and he/lui as key elements. We then evaluate the cosine similarity between these target
terms and others in the dataset to reveal the model’s perception of semantic relations. Using numerical
features, we effectively evaluate the intensity and direction of the bias. Our findings provide tangible
insights for the development and training of gender-neutral translation algorithms.
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1. Introduction

Recent advances in Natural Language Processing (NLP) have marked significant milestones,
notably with the emergence of Large Language Models (LLMs), which have led to undeniable
performance improvements in various NLP tasks. Among these tasks, Machine Translation
(MT) is one of the most widely used yet critical applications [1]. The integration of Artificial
intelligence (AI) into translation services has undoubtedly facilitated cross-cultural communi-
cation and nowadays automated translation providers are widely used in every industry. For
example, today Google Translate, the multilingual neural machine translation service developed
by Google, has over 610 million users per day. Despite the undeniable usefulness of such
technologies, the existence of gender biases and stereotypes in MT is a fact [2].
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The concept of gender bias takes on a multifaceted nature depending on the field of study.
Within legal and human rights frameworks, it signifies the unfair treatment of individuals
based on their gender. This can encompass discriminatory laws, biased legal processes, and
the resulting human rights violations [3], [4]. Conversely, linguistics examines how language
itself perpetuates societal inequalities through gender bias. This manifests in grammatical
structures that favor one gender, vocabulary lacking female equivalents for certain roles, and
the way words carry specific connotations about masculinity and femininity [5]; [6]; [7].
Recognizing these distinct yet interrelated aspects of gender bias is essential to tackling its
presence in both legal systems and our daily conversations. This paper focuses mainly on gender
bias defined as the preference or prejudice for one gender over the other [2]. The influence
of gender stereotypes and prejudices in language is well-documented in Italian and English
linguistic studies. Research lines in both law and linguistics have shown [8, 9, 10, 11] that
there is a strong link between the spilling of stereotypes in language and direct or indirect
discrimination [12, 13]. It is thus crucial to properly identify and correct stereotypes and biases
in MT translations. Language is both a reflection and a shaper of societal norms [13] and as
such, automated translation systems that rely on large corpora of text inherit and amplify these
biases [9]. It is therefore important to quantify and understand language biases, as such biases
can reinforce the psychological status of different groups.

The multidisciplinary approach we develop involves the definition of the legal categories
behind gender stereotypes, the linguistic factors that contribute to such biases, and the technical
aspects within computer science that can be used to quantify these biases. Since translations
are not only the transposition of words but also the transmission of cultural connotations and
social norms, our goal is to study the manifestation of gender bias in Italian translations of
English texts. Our methodology builds on existing approaches [14, 15] but enhances the ability
to detect the intensity and direction of bias through specially designed features.

Based on the above goal, the research question underlying this contribution has been to
study how English to Italian gender language is addressed by MT by attempting to answer the
research questions.

RQ1. How does MT from English to Italian affect the gender of language?
RQ2. Is the effect of MT related to bias in the algorithms or in the source data used to train MT?
RQ3. Can we precisely identify the intensity and direction of the MT bias for each term?

More in general, this paper is positioned in the “notional vs. grammatical” gender languages
debate and this analysis could be repeated for multiple notional/grammatical-language pairs.
Our research began by defining gender bias categories and definitions and started with the
collection of word corpora containing both gender-specific and gender-neutral terms. These
words were represented in a feature space and organized into a similarity network to compute
their similarity. Through this process, we were able to identify similarities with gender-specific
terms such as she/lei and he/lui. We used these similarities to derive features that capture the
intensity and direction of the bias. Furthermore, we conducted a comparative analysis between
the bias produced by FastText as a word embedding method and Google Translate as an MT
model when translating text from English to Italian. Our results showed a significant shift in the



direction of bias after translation. Furthermore, our methodology effectively identified terms
susceptible to gender bias, providing valuable insights for the development of gender-neutral
MT algorithms.

By advocating for more inclusive and unbiased translations, we aim to contribute to a fairer
representation of gender in automated translation systems. More specifically, the paper is
organized as follows: Section 2 provides background and related work, Section 3 details our
methodology, Section 4 presents our results, and Section 5 ends the paper with concluding
remarks.

2. Background and Related Work

2.1. Gender Bias and Discrimination in Law and Linguistics

This work contributes to the broader discourse on Al and discrimination which is of the utmost
relevance since Europe is currently setting its legal framework on AL

Specifically, on 13 March 2024, the European Union enacted its first comprehensive regulation
to address these concerns [16] and on 17 May 2024 the Council of Europe adopted the first-ever
international legally binding treaty aimed at ensuring the respect of human rights, the rule of law
and democracy legal standards in the use of artificial intelligence (AI) systems [17]. Concerning
potential unequal treatment leading to discrimination, the inherent risk of Al models lies in
their potential to perpetuate discrimination against minority groups due to biases in the data
sets or the same architecture of the system. The new European legal framework emphasizes the
need for a more conscientious and responsible approach to Al design and evaluation [18]. As a
consequence, eliminating Al-induced discrimination is at the heart of current research trends
[19].

Previous works addressed this topic for other languages [14] or focused on other NLP tech-
niques [20, 15, 21] and some tried to provide a taxonomy of gender bias in texts (in English) [13].

A comprehensive review of the current legal literature on the topic [18] outlines several
stages in Al design where discrimination may manifest.

MT based on machine learning technologies, represents an example of how Al perpetuates
stereotypes typical of human language [9] from one culture to another. Let us recall the case
of Google Translate [22], the MT system exhibited biased behavior by translating job titles
from English into languages that incorporate masculine/feminine characterization. This is
particularly evident when lower-income and non-leadership positions are translated with their
female counterparts, while higher-income and leadership positions are associated with their male
counterparts, perpetuating gender stereotypes. For example, "the nurse" would be translated
with "'infermiera" (female nurse) and "the doctor” with "il medico" (male doctor) [23, 22].

The importance of gender in human experience is universally acknowledged, reflected in
the linguistic expressions of femininity and masculinity present across languages. However,
languages differ in their methods of encoding gender. English, for instance, is classified as a
notional gender language, primarily conveying the gender of human referents through personal
pronouns, possessive adjectives (e.g., he/him/his; she/her/hers), and gender-specific terms (e.g.,
man; woman). In contrast, grammatical gender languages such as Italian utilize a system
of morphosyntactic agreement, where gender markers extend beyond nouns to encompass



verbs, determiners, and adjectives [24]. This distinction becomes particularly significant in
translation contexts[25], notably when the source language lacks gender information regarding a
referent and the target language operates within a grammatical gender framework and, although
controversial to this day, prescribes the grammatical rule of the "inclusive masculine". This rule
is embodied in the fact that if only one masculine exponent is present in a group, the plural
masculine will apply. For example, in a class consisting of 10 people 9 are women but 1 is a man,
it is grammatically correct for the teacher to say "Buongiorno a tutti" (-i standing for masculine
plural). Furthermore, until recently, there were no feminine words to define higher professional
positions. With social change and the promotion of female participation in public life, such
terms have been coined (e.g. Professoressa, Dottoressa, Avvocata, Ingegnera, etc.) but still part
of public opinion is skeptical to use such terms [26] to the point that in 2023 Italy elected its first
female prime minister who decided to be addressed by "Signor Presidente" (Mr. President) as a
political statement [9]. Italian linguistics studies nowadays converge on the assumption that
Italian is a sexist language. The essay "Sexism in the Italian Language" [27] has been the first
seed of a debate that bloomed much later. Currently, the Italian language is changing because
much has changed in the role of Italian women within society. However, this change is not
organic, structured, or systematic as it should be in a society that proactively strives for new
relationships between women and men [28].

Recent research in computation and language [29] advocated for gender-neutral translation
(GNT) as both a manifestation of gender inclusion and an objective for MT models. Our research
aligns with and contributes to this perspective by proposing a methodology for identifying
terms that exhibit gender bias in MT. Similar studies have been applied to English [14], to
Sentiment Analysis [20], to word embedding methods [15, 21] but never to the English to Italian
translation. Through our findings, we provide tangible insights to inform the development and
training of GNT algorithms, thus promoting more inclusive and unbiased translations.

2.2. Gender Bias and Discrimination in Computer Science

We were inspired by the research of [14]. They created some analogies like King: Queen using
Google Word2Vec and then asked human annotators to rate them as biased/appropriate. To
detect bias, they used cosine similarity to measure the similarity of analogies with she-he. They
showed that word embeddings contain biases in their geometry that reflect gender stereotypes
in the wider society.

In another paper by [30], they composed a challenge set for gender bias in MT called WinoMT,
which contains 3,888 instances and is balanced between male and female, and between stereotyp-
ical and non-stereotypical gender roles (e.g. a female doctor versus a female nurse). They then
translated them into four different language categories (Romance, Slavic, Semitic, and Germanic)
using six widely used MT models that represent the state of the art in both commercial and
academic research, such as Google Translate. They showed that MT models have a significant
tendency to translate based on gender stereotypes rather than more meaningful contexts.

Another related study is the one by [31]. They looked at gender bias in Italian word embed-
dings. They made a list of gender definition pairs: [lui (he), lei (she)] and then calculated the
vector difference like lui-lei to get the direction of the bias. They also used cosine similarity to
measure the differential association between target and attribute word sets. They used FastText



as the word embedding method and the target set of their work consisted only of occupations
in Italian.

In another paper by [32], they take an extensive list of job titles and construct some sentences
like "He/She is an Engineer" (where "Engineer" is replaced by the job title of interest) in 12
different gender-neutral languages such as Hungarian, Chinese, Yoruba, and several others.
They then translate these sentences into English using the Google Translate API and collect
statistics on the frequency of female, male, and gender-neutral pronouns in the translated output.
We then show that Google Translate has a strong bias towards male pronouns, especially in fields
typically associated with gender imbalance or stereotypes, such as STEM (Science, Technology,
Engineering, and Mathematics) jobs.

Finally, the literature suggests that most word embedding models, such as Word2Vec and
FastText, have a gender bias. This bias can influence how models learn patterns, potentially
reinforcing societal biases and stereotypes. Consequently, Al and ML models, including machine
translation (MT) models, are also susceptible to such biases in word embedding. In this research,
we aim to investigate the extent to which this bias is caused by word embedding or translation,
and whether translation affects the intensity and nature of this gender bias.

3. Material and Methods

Our approach is designed to uncover gender bias in translations from English to Italian. We do
this by computing similarity scores between certain gender-specific target words, such as she/he,
and the other words in a word list that combine gender-neutral and gender-specific words. In
the following sections, we will explain our procedure by breaking it down into its main stages.

3.1. Data collection

As part of our effort to highlight gender bias in automated translation, we seek a collection of
words that include various gender-specific and gender-neutral terms. For this purpose, we used
the analogies generated by word embedding provided by [14] in the Appendix section of the
paper. The authors generated 236 (word pairs) analogies by an analogy generator which gets a
seed pair of words (a,b) determining a seed direction (a- l_;) corresponding to the normalized
difference between the two seed words. An example of analogy in this paper is she:sewing:: he:
carpentry. It represents a relationship between words based on their contextual associations.
It means that there is a strong association of "she" with "sewing" and "he" with "carpentry"
This analogy reflects gender stereotypes present in the training data. Because Word embedding
captures patterns and associations in the text they are trained on, including biases.

3.2. MT reference

Given the widespread use of Google Translate, we included its API in our study. Bias in such a
widely used tool raises serious concerns and underscores the importance of addressing it.



3.3. Pre-processing and Word Embedding

To measure similarity, we first took the list of analogies and broke it down into single words
(472 words in total). Our approach in using single words (detached from the grammatical or
contextual environment) is similar to the WEAT or Verb Extraction approaches [33]. First, we
removed duplicate words (27 removed). Also, some words had plural and singular forms. Since
we use similarity scores and there is no significant difference between the plural and singular
forms of a word, we decided to keep only the singular form of words, resulting in a list of 333
words. This ensures that the text data is standardized and ready for the similarity measurement
algorithms.

After preparing the list of words, we need to organize words in a vector space to compute
similarity scores. Given the requirement to analyze both English and Italian texts and to
perform a comparative assessment, we chose a multilingual approach to word embedding so we
selected FastText. FastText [34] is a word embedding method that uses a vectorization process
by considering subwords (N-grams) as the smallest unit instead of single words. This approach
makes it independent of the distribution of words in a vocabulary and allows generalizing across
languages, facilitating the transfer of knowledge learned in one language to another. In contrast,
other options, such as Word2Vec, are inherently language-dependent and thus unsuitable for
our research design.

3.4. Similarity measurements

We utilize a graph-based approach to analyze the relationships between data points. This
approach enables us to quantify the likeness between data points, facilitating construction of a
weighted network denoted as N = (V, ). Here, V signifies the nodes (vertices) within the
network, while E' denotes the links (edges) connecting them [19]. In this application, each node
corresponds to a word, and the weights of the edges reflect the degree of similarity between
these words.

For calculating the the similarity (proximity) of two nodes we used a cosine similarity function
of the embedded vectors of the given nodes i and j in the network according to the below

formula [35]:
X; - Xj

0 = e

We have generated a robust similarity network by employing cosine similarity measurements,
particularly with gender-specific terms such as she/he and lei/Lui. Before choosing he/lui and
she/lei as target words we measured the internal similarity between them. i.e. we measured the
similarity between she and he (0.61) and the similarity between lui and lei (0.85). so these target
words are quite different so we can rely on them as a good differentiated point for identifying
bias. Also note that we could have used other words, e.g. woman and man, as the gender-pair
in the task. We chose she and he because they are frequent and do not have fewer alternative
word senses (e.g., man can also refer to mankind) [14].

Because of its efficiency, cosine similarity is chosen for comparing vectors such as word
embeddings. Unlike measures based solely on magnitude, cosine similarity evaluates the angle
between vectors, emphasizing their directional alignment. This property is advantageous when



comparing word vectors, as it prioritizes vector direction over absolute values and provides
more meaningful similarity judgments.

3.5. Detecting gender bias

To study the manifestation of gender stereotypes or biases, one method is to quantify the
proximity of words to gender-specific terms such as he/lui vs she/lei [14]. To improve the
accuracy of bias identification, we introduce a numerical feature called the absolute difference
between the similarity to she and the similarity to he. This feature, we called GenderBiasIntensity,
quantifies the intensity of bias without considering its direction at this stage. So if there are two
target words with different genders X and Y, the gender bias intensity of @ can be formulated
as below [33]:

GenderBiasIntensity (@) = |cos(@, X) — cos(@, Y)

So for determining the gender bias of a specific word, after tokenization and word embedding,
we compute the cosine similarity of that word with these target words. For example, if the
similarity score between she and doctor is lower than the similarity between he and doctor, this
suggests a gender bias against women since the model assumes that a doctor is predominantly
male.

To find the direction of bias, we introduce another feature, called GenderBiasDirection, which
is the difference between similarity to she and similarity to he (without absolute value). This
feature has a positive value when it suggests a bias towards women. Conversely, a negative
value suggests a bias towards men. Based on this definition, the gender bias direction of w can
be formulated as below:

GenderBiasDirection (@) = cos(@, X) — cos(@, Y)

To examine the extent of post-translation similarity changes, we introduce another numerical
feature that adopts a comparative approach. This feature is calculated by subtracting the
similarity to she (target word in the source language i.e. English) from the similarity to lei
(target word in the destination language i.e. Italian) (lei — she), indicating whether similarity
scores increase or decrease after translation. We can do the same for Lui and he as well (lﬁz — lfe).
Based on this definition, this feature can be calculated using below formula:

—

PostTranslationSimilarityChanges(w) = cos(w, X dest) — €os(W, X o)

4. Discussion

In this section, we briefly describe the similarity measurement and the gender bias analysis we
did, our main results, and the final discussion and comparison of our work with related ones.

4.1. Similarity Scores Analysis

First of all, we need to calculate the similarity of English and Italian-translated words with our
target terms. Here the results of these measurements were presented.



4.1.1. Similarity Scores in English Words

As mentioned in the methodology section, we compute the cosine similarity between some
selected English words and two target terms (he/she). Table 1 shows some of these calculated
similarities. For some certain words such as nurse which are highlighted in red, there is a
significant difference in the similarity scores (i.e the difference is more than 0.1) with he and
she, in comparison with other words in the table, which indicates a gender bias in the word
embedding method, i.e. FastText. This observation, which suggests bias in word embeddings,
has also been confirmed by other studies, such as [15, 21].

Table 1
Cosine similarity with he and she for some English words.

English words  Similarity with she Similarity with he

architect 0,211 0,065
doctor 0,119 0,137
liberal 0,193 0,209
nurse 0,556 0,241

politician 0,301 0,413

salespeople 0,130 0,178

socialists 0,092 0,249

surgeon 0,049 -0,023

The distribution of word similarity concerning he and she is visualized using a scatter plot.
Figure 1 shows the similarity scores projection for English words with these target terms.
The x-axis represents the similarity score between words with he, while the y-axis represents
the similarity score between words with she. Another insight from this projection onto a
2-dimensional space is the possibility of drawing a diagonal line from (0,0) to (1,1). Words
that deviate more significantly from this diagonal line indicate a higher degree of bias. Dots
positioned above the line indicate a bias against females, whereas dots below the line suggest a
bias towards males.

4.1.2. Similarity Scores in Italian Words

Following the methodology outlined above, we used the Google Translate model for translation
to ensure the reliability of our methods and translations. We followed a similar procedure
for Italian as in English to facilitate comparison between the two languages. We also use 2
gender-specific words: lei/lui. Table 2 shows some of these calculated cosine similarities for
Italian translations. As before some rows with significant differences (almost 0.1 or above) in
the similarity scores with lui and lei are highlighted in red to have a comparison of similarity
scores between the two languages.

From this table, it is obvious that for most of the words, the similarity with the target word
itself increases after translation. However, in some cases such as architetto, infermiera, chirurgo,
and socialisti, the intensity of the similarity to lui/he and lei/she, decreases. We conducted an
additional comparison by calculating the similarity between "architetta," the feminine version
of "architetto,” and our two target words. The results showed that the similarity between



Similarity between words with “he" and “she” as target word for english
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Figure 1: Scatter plot illustrating the distribution of similarity scores of English words relative to two

different target words (he/she)

Table 2

Cosine similarity with lui and lei for some Italian translation.
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Italian translation

Similarity with lei

Similarity with lui

architetto 0,332 0,422
medico 0,476 0,502
liberale 0,341 0,389

infermiera 0,624 0,419
politico 0,315 0,428

venditori 0,127 0,230

socialisti 0,245 0,284
chirurgo 0,468 0,498

"architetta" and "lei" is 0.49, and between "architetta" and "lui" is 0.38. This indicates that the
similarity of words to the target words is strongly influenced by how the machine translation
handles the word and the gender it assigns. This preliminary conclusion will be further examined
in the following section.

Figure 2 shows the scatter plot of the cosine similarity scores calculated for Italian translations
with lei and lui as target words. Comparing Figure 1 (which shows the projection of English
words with she/he) with Figure 2 (which shows the projection of Italian translations with lei/lui)
also confirms the previous observation of increased similarity scores after translation. For the
Italian translations, most of the words fall within the range of 0.2 to 0.6, while for the English
plot, the words are spread across the range of 0.0 to 0.6. But the overall distribution is almost
the same for both languages.

We have to note that just relying on similarity scores can not lead us to the correct analysis
of gender bias so in the following sections we will present some numerical features which can
give us a more accurate insight about gender bias intensity and direction in English and Italian
translated.
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Figure 2: Scatter plot illustrating the distribution of similarity scores of Italian translations relative to
two different target words (lui/lei)

4.2. Gender Bias Detection and Analysis

In this section, we analyze the results obtained from calculating GenderBiasIntensity and
GenderBiasDirection for both English and Italian translations. Our objective is to identify
gender bias in English and examine how the translation from English to Italian can affect the
intensity and direction of bias.

4.2.1. Gender bias in English words

After measuring the similarity scores with he and she we can calculate the GenderBiasIntensity
feature. This feature’s range spans from about 0.0 to 0.44 for English words. Within this range
for GenderBiasIntensity, we categorize our words into five primary bins which are indicated in
Table 3. Bin 1 has the lowest intensity of bias but as we advance towards bin 5, the intensity
of bias increases. Table 3 displays the count of words in each bin along with representative
example words for each bin.

By a detailed examination of the words within each bin, it becomes apparent that bins 4
and 5 mainly contain gender-specific terms such as he, she, aunt, niece, sister, her, herself, etc.
Conversely, the first three bins exhibit varying degrees of gender bias, ranging from 0.0 to 0.3.
For instance, words like housewife, handbag, homemaker, sewing, softball, and midwife appear
in the third bin, which is recognized as female stereotypical according to a study conducted
by [14].

The range of GenderBiasDirection spans from —0.42 to 0.44 and like GenderBiasIntensity, we
can partition it into 5 bins for each gender based on the sign of the feature. Table 4 shows the
number of words per bin for male and female direction.

Bins 2 and 3 are more significant in identifying gender bias. Approximately 173 words, or
52% of the total, show either male or female bias. This suggests a significant risk of bias in
word embedding methods such as FastText, where more than half of the instances may lead to
unfair representation of males and females. Another important observation is that the number



Table 3
Number of words per bin along with representative examples for comparing the intensity of bias.

Bins Range Words Count Examples

barber, baseball, brilliant,

1 0.0-0.1 123 .
briefcase, volleyball

5 0.1 - 0.2 95 architect, carpenter, charming,

’ ’ cheerful, dictator

3 0.2-0.3 78 adorable, beautiful, c.osmetlcs,
homemaker, housewife

4 0. 3- 0.4 30 actress,.aunt, fiance, gorgeous,
maternity

5 04 - 05 7 d.aughter, girl, he, she,
sister

Table 4
Number of words per bin for male and female direction

Bins Range Female-directed Male-directed Total

1 0.0-0.1 67 56 123
2 0.1-0.2 57 38 95
3 0.2-0.3 71 7 78
4 03-04 30 0 30
5 04-05 6 1 7
Total 231 102 333

of biases against females over males is greater than two. Specifically, in bin 3 (the bin with
stronger biases), the number of biases against females is approximately ten times greater than
the number of biases against males.

4.2.2. Gender bias in Italian translation

In this section, we will analyze gender bias in translations from English to Italian to assess
its impact on the intensity and direction of bias. In the next stage, we computed the Gender-
BiasIntensity for Italian translations, as previously done with English. This numerical feature
spans from 0.0 to 0.26. Notably, the maximum value within this range has decreased by 0.18
compared to its English equivalent, indicating an overall reduction in gender bias intensity.
Based on this range, we classified the words into three distinct bins, as illustrated in Table 5.

In the Italian translation, similarly to English, the last bin (bin 3) comprises gender-specific
words like zia (aunt), mamma (mom), lei (she), lui (he), and donna (woman). Bins 1 and 2 are
potential candidates for bias, where bin 2 exhibits the strongest bias intensity, ranging between
0.1 and 0.2. Following the calculation of bias intensity, determining the bias direction is essential.
The range of this feature for Italian translations spans from —0.21 to 0.26. Subsequently, we
classify it into 3 bins and 2 directions, as shown in Table 6.

Table 6 illustrates that although there is a reduction in the intensity of the bias after translation,



Table 5
Number of words per bin along with representative examples for comparing the intensity of bias in
Italian translation.

Bins Range Words Count Examples

architetto, bellissimo, medico,

1 0.0-0.1 199 .
casalinga, rugby
ballerina, baseball, cosmetici,
2 0.1-02 107 dittatore, chitarrista
3 0.2-0.3 57 zia, imprenditrice, calcio,

signora, infermiera

Table 6
Number of words per bin for male and female direction for Italian translations

Bins Ranges Female-directed Male-directed Total

1 0.0-0.1 76 123 199
2 0.1-0.2 52 55 107
3 0.2-0.3 23 4 27
Total 151 182 333

there is a change in the direction of the bias. Specifically, while more than 69% of the English
words in Table 4 show a bias towards females, this ratio decreases to 45% after translation.
Another interesting observation is that after translation, the ratio of bias direction between
females and males becomes more balanced, indicating an almost equal distribution.

4.2.3. Post-translation Gender Shifts

Although English is a notional gender language, we carried out a gender analysis of the words
in the list before translation to determine the percentage of gender-specific and gender-neutral
terms in the source data. Out of 333 words, 157 are gender neutral and 176 are gender specific
(89 feminine and 87 masculine). An examination of the translations from Google Translate
shows that of the 157 neutral English words, 91 are translated into masculine forms and only 32
into feminine forms. This ratio of approximately three to one provides a first insight into the
gender bias of the model. This preliminary observation indicates a tendency for many English
words to be translated into the masculine form in Italian, suggesting a potential gender bias in
the translation model. Table 7 shows the details of this gender shift after translation, with some
examples to illustrate this tendency.

To observe the effect of translation on similarity scores, we use the feature PostTranslation-
SimilarityChanges. We computed this for pre- and post-translation words and the results are
shown in Table 8. A positive value of this feature indicates an increase in the similarity score
after translation. This increase is observed in 85.58% of the words in the feminine version and in
96.39% of the words in the masculine version. This indicates that translation generally leads to
an increase in similarity scores. However, as this increase occurs in both directions (masculine



Table 7
Percentage of post-translation gender shifts with some examples.

Pre-translation Post-translation
Genders (English) Genders (Italian) Examples
Gender Count % Gender Count %
Neutral 34 10,20% adorable — adorabile
Neutral 157 47,2% | Masculine 91 27,32% architect — architetto
Feminine 32 9,60% homemaker — casalinga
Neutral 6 1,80% grandson — nipote
Masculine 87 26,1% | Masculine 74 22,22% actor — attore
Feminine 7 2,10% beard — barba
Neutral 7 2,10% | spokeswoman — portavoce
Feminine 89 26,7% | Masculine 13 3,90% maternal — materno
Feminine 69 20.72% aunt — zia

and feminine), it does not increase the bias. From this analysis, it is clear that translation does
not significantly affect bias intensity and that the bias is more related to the word embedding
methods.

Table 8
The percentage and count of post-translation similarity changes
Pre-translation Post-translation lei - she lui - he
Genders (English) | Genders (Italian)
Gender Gender + - +
Neutral 30 4 34 0
Neutral Masculine 78 13 90 1
Feminine 28 4 32 0
Neutral 5 1 5 1
Masculine Masculine 66 8 68 6
Feminine 6 1 6 1
Neutral 4 3 7 0
Feminine Masculine 11 2 12 1
Feminine 57 12 67 2
Total 285 48 321 12
Percentage 85,58% | 14,41% | 96,39% | 3,60%

Based on the above observation, we can conclude that to achieve unbiased translation, we
must first reduce bias in the word embedding methods used to train the MT models. Unbiased
translation, particularly in the context of gender, requires minimizing the introduction or
reinforcement of stereotypes. As discussed in the previous section, one challenge in dealing
with grammatically gendered languages such as Italian is the default use of masculine forms.
Word embeddings in Italian, as in many languages, show significant gender bias. One study
found that although Italian word embeddings have less potential to reinforce certain stereotypes
than English, the presence of grammatical gender introduces different forms of bias. For example,
in job search contexts, masculine terms may be the default, potentially disadvantaging women



by making male candidates more likely to be found [36].

5. Conclusion

Our work has provided us with several findings that help to answer the research questions we
have identified.

In response to RQ1, the overall conclusion is that MT still affects the use of gender in texts
today. However, the translation step per se does not have such a negative impact on bias. Most
of the bias comes from the word embedding methods used in the training of MT algorithms.
These methods are heavily influenced by the distribution of words in a language. This leads
us to RQ2. If the bias is mainly related to the distribution of words in the source and target
languages, then the problems of stereotypes in MT translation are less related to the algorithm
itself and more related to stereotypical language spillovers in the corpora used for training [37].
This conclusion invites further studies on how to efficiently structure and control both training
and control datasets.

To address RQ3, a notable aspect of our research is the investigation of the impact of translation
on bias, using the widely used Google Translate. Our study integrates embedding and translation,
which is a unique approach. Compared to previous literature, which has mainly focused on
Word2Vec [14], we pay particular attention to embedding methods such as FastText, which
are better suited for multilingual analysis. Furthermore, while much research in this area has
focused only on lists of occupational terms [31, 38, 39], our analysis uses a comprehensive list
of words that includes different occupations, adjectives, sports, and more. This approach allows
us to identify bias in all aspects of language, not just job titles.

Nevertheless, regarding RQ3, our study advances the state of the art in quantifying gender
bias in MT by using numerical features to effectively assess the intensity and direction of bias.
Our approach not only identifies the presence of bias but also provides a normalization measure
to identify its magnitude and directional tendencies, allowing for a more precise assessment
compared to previous studies. This paves the way for the application of our methodology to
different languages and MT models, thereby broadening its applicability and impact in the
field. Furthermore, by highlighting specific areas where bias is most pronounced, we provide
actionable guidance for researchers and practitioners seeking to improve the fairness of their
MT systems.

In our observations, we find a bias in the FastText embedding method towards both males
and females, as evidenced by the significant deviation of many words in the scatter plot from
the diagonal line. The range of related numerical features confirms this bias even if it is not
particularly severe. While most words have a greater similarity to she than to he, indicating a
bias toward females, the overall direction of the bias shifts after translation. After translation,
there is a reduction in the intensity of the bias, with GenderBiasIntensity ranging from 0.0 to 0.26.
However, there is a significant change in the direction of the bias, with many words becoming
more male-biased. This suggests that while FastText has a female bias, Google Translate often
translates words into the masculine form, significantly changing the direction of the bias.

The limitations of our work are the use of only one MT and the embedding model for analysis.
Thus, future research could explore other word embedding methods, such as GloVe, Bag-of-



Words, or pre-trained models, in conjunction with different translation models to determine
which combinations produce less gender-biased results. Another limitation of our work is that
the detection of stereotypes and biases is challenging from a linguistic perspective. According
to the definitions of ’bias’ that we have adopted, it is difficult to detect them automatically, as it
requires a lot of cultural context to understand and properly detect them without a full-fledged
ontology. Therefore, further studies could focus on fine-tuning LLMs to better detect stereotypes
and biases by exploring the possibilities of studying the taxonomy and ontology of stereotypes
and biases in a target language, as some have already started to do [13]. Presenting some
methods to mitigate the bias in languages such as Italian is also an interesting topic for future
directions. Finally, in this study, we have only focused on gender bias. The study of other forms
of bias, such as age, nationality, race, and religion, therefore provides a broad direction for
further research. Comparative analyses of these models would provide valuable insights into
their relative biases and pave the way for future research and refinement.
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A. Appendix

Table 9: List of English words and their translation to Italian using Google Translate in addition
to the similarity scores

English_words she he Google_Translate | lei | lui
actor 0,39 0,41 attore 0,45 | 0,56
actress 0,57 0,25 attrice 0,62 | 0,42
adorable 0,35 0,07 adorabile 0,51 | 0,39
affable 0,16 0,31 affabile 0,46 | 0,53
aldermen 0,14 0,29 assessori 0,30 | 0,22
architect 0,21 0,07 architetto 0,34 | 0,43
arrogant 0,24 0,39 arrogante 0,46 | 0,52
ass 0,29 0,32 culo 0,40 | 0,44
aunt 0,63 0,30 zia 0,66 | 0,44
babe 0,53 0,32 tesoro 0,36 | 0,36
bachelor 0,42 0,34 laurea breve 0,28 | 0,36
bachelor_degree 0,19 0,10 laurea triennale 0,31 | 0,37
ballerina 0,52 0,26 ballerina 0,60 | 0,44
barber 0,27 0,28 barbiere 0,36 | 0,49
barbershop 0,13 0,16 barbiere 0,36 | 0,49
baritone 0,26 0,30 baritono 0,31 | 0,42
bartender 0,04 -0,01 barista 0,45 | 0,51
baseball 0,07 0,10 baseball 0,25 | 0,40
bastard 0,29 0,40 bastardo 0,44 | 0,55
beard 0,20 0,32 barba 0,43 | 0,51
beautiful 0,31 0,05 bellissimo 0,41 | 0,41
beauty 0,26 0,01 bellezza 0,39 | 0,30
bidders 0,09 0,21 offerenti 0,24 | 0,30
bitch 0,47 0,35 cagna 0,54 | 0,46
blazer 0,27 0,19 blazer 0,33 | 0,31
bloke 0,21 0,34 ragazzo 0,57 | 0,71
blond 0,44 0,22 biondo 0,47 | 0,55
blonde 0,48 0,19 bionda 0,64 | 0,43
blouse 0,42 0,08 camicetta 0,51 | 0,29
boobs 0,41 0,21 tette 0,44 | 0,31
boy 0,52 0,35 ragazzo 0,57 | 0,71
boyfriend 0,65 0,34 fidanzato 0,67 | 0,62
boyhood 0,23 0,39 infanzia 0,38 | 0,35
bra 0,41 0,09 reggiseno 0,45 | 0,26
breast 0,35 0,07 seno 0,50 | 0,40

Continued on next page




Table 9 — continued from previous page

English_words she he Google_Translate | lei | lui
breast_cancer 0,15 0,10 tumore al seno 0,43 | 0,44
brethren 0,10 0,33 fratelli 0,38 | 0,48
bridal 0,30 -0,01 nuziale 0,41 | 0,38
bride 0,53 0,21 sposa 0,60 | 0,50
briefcase 0,21 0,26 valigetta 0,37 | 0,37
brilliant 0,19 0,21 brillante 0,42 | 0,45
brother 0,51 0,46 fratello 0,58 | 0,72
brotherhood 0,04 0,24 fratellanza 0,26 | 0,38
buddies 0,25 0,25 amici 0,42 | 0,50
businessman 0,28 0,39 uomo daffari 0,37 | 0,41
businesspeople 0,14 0,23 uomini daffari 0,30 | 0,32
businesswoman 0,51 0,22 imprenditrice 0,48 | 0,27
carpenter 0,23 0,34 falegname 0,30 | 0,48
carpentry -0,07 -0,03 carpenteria 0,11 | 0,17
chairman 0,18 0,30 presidente 0,43 | 0,47
chairwoman 0,45 0,15 presidentessa 0,50 | 0,27
charming 0,27 0,14 affascinante 0,39 | 0,38
chauffeur 0,35 0,32 autista 0,46 | 0,54
cheerful 0,26 0,14 allegro 0,35 | 0,41
chickens 0,21 0,12 polli 0,24 | 0,35
childhood 0,47 0,25 infanzia 0,38 | 0,35
cialis 0,10 0,05 cialis 0,27 | 0,24
cock 0,30 0,27 cazzo 0,45 | 0,51
colon 0,10 0,10 colon 0,16 | 0,12
colonoscopy 0,27 0,20 colonscopia 0,31 | 0,24
colt 0,26 0,27 puledro 0,37 | 0,49
comical 0,21 0,29 comico 0,35 | 0,46
congressman 0,31 0,38 deputato 0,41 | 0,47
congresswoman 0,48 0,26 deputata 0,51 | 0,25
conservatism 0,09 0,16 conservatorismo 0,18 | 0,24
convent 0,37 0,19 convento 0,34 | 0,37
cosmetics 0,22 0,01 cosmetici 0,33 | 0,18
councilman 0,32 0,36 consigliere 0,46 | 0,49
councilwoman 0,51 0,25 consigliera 0,60 | 0,33
counterparts 0,10 0,05 controparti 0,27 | 0,32
cousin 0,54 0,30 cugino 0,52 | 0,66
coward 0,30 0,47 vigliacco 0,42 | 0,51
crisp 0,06 0,05 croccante 0,22 | 0,21
dad 0,49 0,42 papa 0,58 | 0,62

Continued on next page




Table 9 — continued from previous page

English_words she he Google_Translate | lei | lui
dancer 0,08 0,06 ballerino 0,43 | 0,54
daughter 0,72 0,31 figlia 0,78 | 0,59
deceased 0,33 0,35 deceduto 0,26 | 0,44
deer 0,18 0,17 cervo 0,37 | 0,42
demon 0,34 0,32 demone 0,35 | 0,41
dictator 0,25 0,38 dittatore 0,32 | 0,50
diva 0,45 0,23 diva 0,56 | 0,35
doctor 0,12 0,14 medico 0,48 | 0,51
dolls 0,34 0,05 bambole 0,39 | 0,28
dude 0,28 0,42 tizio 0,53 | 0,65
durability -0,01 0,08 durabilita 0,09 | 0,15
elder_brother 0,09 0,05 fratello maggiore 0,42 | 0,47
eldest 0,50 0,34 maggiore 0,32 | 0,37
eldest_son 0,19 0,03 figlio maggiore 0,43 | 0,48
elephant 0,19 0,16 elefante 0,41 | 0,46
elk 0,09 0,15 alce 0,26 | 0,27
embryos 0,31 0,16 embrioni 0,36 | 0,28
estranged 0,46 0,36 estraniato 0,33 | 0,45
estranged_husband | 0,13 0,05 estraniatomarito 0,26 | 0,31
estrogen 0,22 0,12 estrogeni 0,29 | 0,15
ex_boyfriend 0,23 0,08 ex ragazzo 0,42 | 0,45
ex_girlfriend 0,23 0,13 ex fidanzata 0,24 | 0,22
fabulous 0,31 0,02 favoloso 0,34 | 0,40
facial _hair 0,06 -0,05 peli del viso 0,47 | 0,46
families 0,28 0,11 famiglie 0,21 | 0,21
father 0,52 0,49 padre 0,59 | 0,70
fathered 0,43 0,38 paterno 0,48 | 0,52
fatherhood 0,24 0,21 paternita 0,45 | 0,48
feisty 0,39 0,21 esuberante 0,43 | 0,40
fella 0,29 0,40 amico 0,47 | 0,67
female 0,43 0,16 femmina 0,59 | 0,45
feminine 0,37 0,08 femminile 0,44 | 0,28
feminism 0,32 0,11 femminismo 0,42 | 0,26
feminist 0,36 0,16 femminista 0,49 | 0,29
fetus 0,35 0,21 feto 0,48 | 0,37
fiance 0,68 0,37 fidanzato 0,67 | 0,62
flancee 0,63 0,39 fidanzata 0,71 | 0,62
filly 0,44 0,19 puledra 0,44 | 0,30
flashy 0,09 0,16 appariscente 0,37 | 0,34

Continued on next page




Table 9 — continued from previous page

English_words she he Google_Translate | lei | lui
football 0,12 0,33 calcio 0,18 | 0,38
footy 0,01 0,22 calcio 0,18 | 0,38
fraternity 0,13 0,26 fraternita 0,24 | 0,31
friend 0,55 0,32 amico 0,47 | 0,67
friendship 0,43 0,21 amicizia 0,48 | 0,51
gal 0,46 0,22 gallone 0,15 | 0,17
gay 0,31 0,26 gay 0,44 | 0,47
gelding 0,33 0,30 castrone 0,34 | 0,39
genitals 0,30 0,21 genitali 0,37 | 0,34
gentleman 0,33 0,35 signore 0,48 | 0,54
girl 0,67 0,25 ragazza 0,74 | 0,55
girlfriend 0,60 0,36 fidanzata 0,71 | 0,62
glamorous 0,35 0,09 affascinante 0,39 | 0,38
god 0,26 0,32 dio 0,33 | 0,49
goddess 0,41 0,15 dea 0,45 | 0,28
goofy 0,20 0,27 sciocco 0,45 | 0,56
gorgeous 0,32 0,00 bellissimo 0,41 | 0,41
gown 0,47 0,15 abito 0,51 | 0,43
granddaughter 0,61 0,22 nipotina 0,71 | 0,52
grandeur 0,08 0,21 grandezza 0,31 | 0,37
grandfather 0,36 0,41 nonno 0,52 | 0,62
grandmother 0,59 0,30 nonna 0,65 | 0,46
grandpa 0,36 0,40 nonno 0,52 | 0,62
grandparents 0,39 0,21 nonni 0,36 | 0,34
grandson 0,45 0,36 nipote 0,64 | 0,63
great 0,17 0,20 grande 0,41 | 0,50
grinning 0,25 0,24 sorridendo 0,59 | 0,56
guitarist 0,20 0,38 chitarrista 0,30 | 0,50
guy 0,34 0,44 tipo 0,33 | 0,37
hair_salon 0,23 0,05 parrucchiere 0,48 | 0,49
hairdresser 0,51 0,26 parrucchiere 0,48 | 0,49
handbag 0,31 0,08 borsetta 0,49 | 0,30
handyman 0,24 0,21 tuttofare 0,33 | 0,44
he 0,58 1,00 lui 0,78 | 1,00
headscarf 0,40 0,18 foulard 0,45 | 0,34
heiress 0,46 0,20 erede 0,42 | 0,49
hen 0,38 0,23 gallina 0,49 | 0,39
her 0,77 0,39 suo 0,52 | 0,60
hero 0,31 0,37 eroe 0,31 | 0,51
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English_words she he Google_Translate | lei | lui
heroine 0,60 0,23 eroina 0,51 | 0,32
herself 0,75 0,31 se stessa 0,34 | 0,28
him 0,49 0,63 lui 0,78 | 1,00
himself 0,41 0,54 lui stesso 0,37 | 0,42
his 0,43 0,61 il suo 0,29 | 0,35
homemaker 0,39 0,18 casalinga 0,36 | 0,29
hostess 0,54 0,20 padrona di casa 0,42 | 0,43
housekeeper 0,12 0,09 governante 0,58 | 0,44
housewife 0,46 0,22 casalinga 0,36 | 0,29
husband 0,72 0,39 marito 0,74 | 0,65
hysterical 0,32 0,24 isterico 0,39 | 0,44
infant_mortality 0,14 -0,01 mortalitd infantile 0,33 | 0,30
interior_designer 0,11 -0,01 arredatore dinterni | 0,26 | 0,30
intestine 0,18 0,20 intestino 0,23 | 0,22
jersey 0,09 0,21 maglia 0,31 | 0,41
John 0,28 0,28 john 0,17 | 0,22
jovial 0,20 0,29 gioviale 0,39 | 0,48
judgmental 0,31 0,20 giudicante 0,41 | 0,38
kid 0,44 0,40 ragazzo 0,57 | 0,71
kinda 0,25 0,24 tipo 0,33 | 0,37
king 0,22 0,37 re 0,10 | 0,22
lad 0,28 0,40 ragazzo 0,57 | 0,71
lady 0,61 0,26 signora 0,72 | 0,47
lesbian 0,44 0,15 lesbica 0,61 | 0,39
liberal 0,19 0,21 liberale 0,34 | 0,39
lion 0,30 0,30 leone 0,42 | 0,51
lovely 0,32 0,05 bello 0,42 | 0,47
lover 0,50 0,30 amante 0,56 | 0,55
luscious 0,26 -0,01 succulento 0,31 | 0,33
lymphoma 0,26 0,21 linfoma 0,29 | 0,31
ma 0,30 0,37 mamima 0,71 | 0,50
magnate 0,26 0,29 magnate 0,30 | 0,39
magnificent 0,12 0,14 magnifico 0,35 | 0,43
maid 0,51 0,26 domestica 0,46 | 0,32
majestic 0,07 0,15 maestoso 0,26 | 0,33
male 0,33 0,17 maschio 0,50 | 0,50
male_counterparts | 0,19 0,07 contropartimaschili | 0,37 | 0,38
mama 0,49 0,23 mamma 0,71 | 0,50
mammogram 0,41 0,13 mammograﬁa 0,39 | 0,19
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English_words she he Google_Translate | lei | lui
man 0,42 0,51 uomo 0,51 | 0,65
manly 0,21 0,22 virile 0,39 | 0,45
mare 0,44 0,16 cavalla 0,50 | 0,33
married 0,59 0,38 sposato 0,57 | 0,56
maternal 0,31 0,11 materno 0,45 | 0,38
maternity 0,44 0,04 maternita 0,51 | 0,31
matriarch 0,45 0,21 matriarca 0,46 | 0,25
men 0,31 0,31 uomini 0,38 | 0,44
menopause 0,31 0,10 menopausa 0,41 | 0,18
midwife 0,50 0,21 ostetrica 0,57 | 0,34
mistress 0,50 0,28 padrona 0,60 | 0,43
mom 0,61 0,27 mamma 0,71 | 0,50
mommy 0,52 0,19 mammina 0,62 | 0,42
monastery 0,19 0,30 monastero 0,24 | 0,29
monk 0,23 0,39 monaco 0,34 | 0,51
mother 0,68 0,35 madre 0,74 | 0,61
motherhood 0,45 0,11 maternita 0,51 | 0,31
mums 0,26 -0,01 mamime 0,36 | 0,23
mustache 0,24 0,27 baffi 0,35 | 0,38
nanny 0,54 0,21 bambinaia 0,57 | 0,46
nephew 0,50 0,40 nipote 0,64 | 0,63
niece 0,65 0,23 nipote 0,64 | 0,63
nude 0,34 0,11 nudo 0,49 | 0,54
nun 0,52 0,37 suora 0,61 | 0,47
nurse 0,56 0,24 infermiera 0,63 | 0,42
obstetrics 0,27 0,08 ostetricia 0,37 | 0,21
orthopedic_surgeon | 0,12 0,04 chirurgo  ortope- | 0,32 | 0,37

dico
ovarian_cancer 0,16 0,02 cancro ovarico 0,38 | 0,37
pa 0,17 0,28 papa 0,58 | 0,62
pal 0,41 0,34 amico 0,47 | 0,67
pants 0,33 0,22 pantaloni 0,35 | 0,32
patriarch 0,22 0,36 patriarca 0,36 | 0,46
pediatrician 0,49 0,29 pediatra 0,52 | 0,43
pediatrics 0,27 0,09 pediatria 0,36 | 0,23
penis 0,23 0,25 pene 0,29 | 0,32
pharmaceuticals 0,09 0,12 prodotti farmaceu- | 0,19 | 0,18
tici
physician 0,13 0,04 medico 0,48 | 0,51
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English_words she he Google_Translate | lei | lui
pink 0,32 0,00 rosa 0,39 | 0,34
pizzas 0,15 0,19 pizze 0,23 | 0,36
playmaker 0,04 0,32 playmaker 0,25 | 0,40
politician 0,30 0,41 politico 0,33 | 0,44
ponytail 0,40 0,16 coda di cavallo 0,43 | 0,47
practicality 0,11 0,11 praticita 0,24 | 0,21
priest 0,32 0,41 sacerdote 0,39 | 0,57
prince 0,41 0,33 principe 0,43 | 0,48
princess 0,53 0,19 principessa 0,61 | 0,40
prostate 0,12 0,16 prostata 0,38 | 0,34
prostate_cancer 0,08 0,05 cancro alla prostata | 0,37 | 0,38
prostitute 0,48 0,33 prostituta 0,60 | 0,47
protagonist 0,45 0,34 protagonista 0,52 | 0,52
puberty 0,38 0,21 puberta 0,39 | 0,30
racism 0,14 0,16 razzismo 0,25 | 0,29
rebounder 0,06 0,25 rimbalzista 0,14 | 0,28
red 0,15 0,05 rosso 0,28 | 0,30
registered_nurse 0,13 -0,03 infermiere diplo- | 0,41 | 0,42

mato
replicas -0,04 0,03 repliche 0,26 | 0,29
replied 0,39 0,41 rispose 0,48 | 0,50
roommate 0,56 0,35 coinquilino 0,51 | 0,61
rugby 0,10 0,29 rugby 0,23 | 0,33
salesman 0,24 0,33 venditore 0,32 | 0,48
salespeople 0,13 0,18 venditori 0,13 | 0,23
salesperson 0,32 0,24 venditore 0,32 | 0,48
saliva 0,25 0,22 saliva 0,40 | 0,37
salon 0,34 0,05 salone 0,36 | 0,34
sassy 0,42 0,10 impertinente 0,54 | 0,50
schoolboy 0,28 0,38 scolaro 0,39 | 0,50
schoolgirl 0,51 0,26 scolaretta 0,55 | 0,41
semen 0,26 0,15 sperma 0,41 | 0,33
servants 0,28 0,31 servitori 0,24 | 0,33
sewing 0,30 0,02 cucire 0,44 | 0,36
sexism 0,28 0,18 sessismo 0,33 | 0,17
she 1,00 0,58 lei 1,00 | 0,78
shirt 0,27 0,23 camicia 0,42 | 0,43
shopkeeper 0,21 0,02 negoziante 0,36 | 0,51
shorts 0,19 0,09 pantaloncini 0,26 | 0,29
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English_words she he Google_Translate | lei | lui
siblings 0,52 0,26 fratelli 0,38 | 0,48
singer 0,46 0,35 cantante 0,53 | 0,51
sir 0,23 0,41 signore 0,48 | 0,54
sister 0,71 0,27 sorella 0,78 | 0,59
skirts 0,34 0,07 gonne 0,40 | 0,29
snappy 0,16 0,11 elegante 0,39 | 0,33
socialists 0,09 0,25 socialisti 0,26 | 0,30
socialite 0,46 0,23 socialite 0,40 | 0,26
softball 0,33 0,24 softball 0,35 | 0,30
son 0,58 0,46 figlio 0,63 | 0,72
soprano 0,42 0,20 soprano 0,50 | 0,32
sorority 0,45 0,11 sorellanza 0,45 | 0,22
sperm 0,30 0,20 sperma 0,41 | 0,33
spokesman 0,13 0,22 portavoce 0,42 | 0,39
spokespeople 0,17 0,19 portavoce 0,42 | 0,39
spokeswoman 0,35 0,06 portavoce 0,42 | 0,39
stallion 0,31 0,20 stallone 0,35 | 0,43
starlet 0,52 0,27 stellina 0,47 | 0,34
statesman 0,09 0,36 statista 0,34 | 0,48
stepdaughter 0,66 0,31 figliastra 0,64 | 0,48
stepfather 0,59 0,42 patrigno 0,51 | 0,52
stepmother 0,66 0,35 matrigna 0,59 | 0,39
stepson 0,59 0,40 figliastro 0,56 | 0,55
strongman 0,16 0,35 uomo forte 0,43 | 0,50
stud 0,24 0,21 perno 0,34 | 0,42
suitor 0,47 0,30 corteggiatore 0,52 | 0,56
superstar 0,26 0,31 superstar 0,34 | 0,43
surgeon 0,05 -0,02 chirurgo 0,48 | 0,51
sweater 0,39 0,19 maglione 0,46 | 0,47
takeover_bid 0,02 0,13 offerta pubblica | |

di acquisizione
teenage_girl 0,31 0,02 adolescente 0,56 | 0,51
teenager 0,55 0,37 adolescente 0,56 | 0,51
terrific 0,19 0,13 spaventoso 0,33 | 0,39
testosterone 0,13 0,25 testosterone 0,33 | 0,36
theirs 0,35 0,23 il loro 0,31 | 0,38
trousers 0,25 0,20 pantaloni 0,35 | 0,32
turban 0,27 0,26 turbante 0,42 | 0,43
twin_brother 0,13 0,02 fratello gemello 0,34 | 0,43
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English_words she he Google_Translate | lei | lui
twin_sister 0,12 0,08 sorella gemella 0,33 | 0,31
uncle 0,44 0,46 zio 0,49 | 0,59
uterus 0,35 0,18 utero 0,42 | 0,29
vagina 0,39 0,21 vagina 0,41 | 0,24
vampires 0,16 0,08 vampiri 0,35 | 0,29
violinist 0,42 0,39 violinista 0,48 | 0,50
virtuoso 0,16 0,38 virtuoso 0,27 | 0,39
vocalist 0,32 0,31 cantante 0,53 | 0,51
volleyball 0,30 0,25 pallavolo 0,32 | 0,30
waiter 0,40 0,39 cameriere 0,45 | 0,52
waitress 0,58 0,29 cameriera 0,59 | 0,46
wedding 0,35 0,06 nozze 0,42 | 0,38
wedding_dress 0,24 0,11 vestito da sposa 0,38 | 0,43
wedlock 0,38 0,20 matrimonio 0,52 | 0,43
whore 0,43 0,33 puttana 0,54 | 0,50
widow 0,51 0,35 vedova 0,61 | 0,47
widowed 0,52 0,31 vedovo 0,48 | 0,51
widower 0,51 0,37 vedovo 0,48 | 0,51
wife 0,63 0,40 moglie 0,74 | 0,65
wig 0,46 0,22 parrucca 0,56 | 0,43
witch 0,47 0,24 strega 0,53 | 0,35
witchcraft 0,26 0,17 stregoneria 0,30 | 0,25
woman 0,68 0,34 donna 0,75 | 0,54
womb 0,35 0,18 grembo 0,54 | 0,44
wonderful 0,29 0,11 meraviglioso 0,38 | 0,40
younger_brother 0,06 -0,01 fratello minore 0,37 | 0,42
youngster 0,38 0,42 giovanotto 0,56 | 0,68
yours 0,32 0,16 il tuo 0,21 | 0,23
youths 0,20 0,25 giovani 0,27 | 0,32
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