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Abstract 
In the article are considered machine learning systems designed for analysis and forecasting behavior users, 
with an emphasis on methods that effectively modeled complex patterns interaction users. using various 
algorithms such as the k - nearest method neighbors, method of support vectors, logistic regression, 
decision trees and random forests, in research are evaluated precision, accuracy, completeness and F - 
measure different approaches to forecasting behavior users. It is compared productivity these methods, 
emphasizing the potential of each to provide accurate and reliable predictions in different contexts. In the 
article also are considered challenges related to the selection and adjustment of machine learning models, 
including the previous one processing data, choice signs and optimization hyperparameters. The results of 
the study demonstrate the importance of selecting the right models for specific behavioral analysis tasks, 
providing valuable recommendations on optimal approaches to predicting individual behavior. This allows 
for improved user engagement strategies, increased participation, and enhanced decision-making support 
across various industries. 
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1. Introduction 

Modern information systems are becoming increasingly complex and integrated into the lives of 
users, which creates new opportunities for analyzing their behavior. Machine learning systems open 
up powerful tools for developers to analyze large volumes of data and predict user behavior in 
various areas. Thanks to such technologies, it is possible to detect hidden patterns, predict user needs 
and make informed decisions about improving interaction with them. Machine learning makes it 
possible to create adaptive systems capable of predicting user actions based on their previous 
activity, thereby increasing the efficiency of interaction and user experience.  

However, the development of such an information system is associated with many challenges. In 
particular, it is important to choose the right machine learning methods that are best suited for 
analyzing customer behavior. Such methods include logistic regression, decision trees, support 
vector machines, neural networks, and others. Each of these methods has its advantages and 
disadvantages, which must be taken into account when developing the system. In addition, effective 
use of these methods requires careful data preprocessing, feature selection, and hyperparameter 
tuning. 
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The purpose of the work is an information system for predicting the behavior of bank customers 
using machine learning methods. To achieve this goal, it is necessary to review and compare different 
machine learning methods, determine their effectiveness in the context of predicting customer 
behavior, and develop a user interface for convenient interaction with the system. Such a system is 
designed to help organizations better understand the behavioral patterns of their users, which will 
allow them to make more accurate and effective decisions in the field of interaction with customers.  

To achieve this goal, the following tasks were performed: 

•  Analyze machine learning models and evaluate model performance: compare the results of 
different models and select the best ones using appropriate metrics. 

• Research and collect data on user behavior, including cleaning, normalization and selection 
of relevant features that will have the greatest impact on analysis results. 

• Develop a model to predict future user behavior and evaluate its accuracy using relevant 
performance metrics. 

2. Analysis of machine learning models of user behavior 

In modern research, considerable attention is paid to machine learning methods and their application 
in various fields, in particular, in the management of unmanned aircraft systems and process 
optimization. For example, works [1, 2] consider modified gradient methods for controlling 
unmanned aerial vehicles, using integro-differential models. These approaches can be adapted for 
the tasks of predicting user behavior, where high accuracy and efficiency of algorithms are required. 
In addition, the works [3, 4] investigate optimization and management models in conditions of 
limited resources, which has practical value for the development of information systems focused on 
the analysis of user behavior. In the context of modeling complex systems, as shown in [5], the use 
of genetic algorithms to create artificial ecosystems demonstrates the possibilities of optimizing 
complex processes, which can also be useful in predicting behavioral models. Thanks to the different 
approaches to text classification described in [6], it is possible to improve the methods of analyzing 
text data for studying user behavior. 

Research [7] uses web usage mining to evaluate the quality of websites, improving the user 
experience. In [8], an algorithm based on machine learning is proposed for predicting behavior in 
"smart" homes, which adapts systems to user actions. Research [9] demonstrates how behavioral 
analysis can reduce risks in border regions, and work [10] describes a model for e-commerce that 
takes into account global trends, improving the compliance of platforms with digital requirements. 
These works confirm the role of machine learning in modeling behavior for different contexts.  

The choice of machine learning models for predicting the behavior of bank customers is an 
important stage in the development of an information system. The following models were chosen in 
this work: Support vector method (SVM), k-nearest neighbors method (KNN), Decision tree, Random 
Forest, Logistic Regression and Deep Neural Networks. This section is devoted to the analysis of the 
reasons for choosing these methods, their advantages and disadvantages, as well as the evaluation 
of their effectiveness in the context of this project. 

2.1. Method of support vectors 

The method of support vectors (SVM) is a powerful machine learning tool widely used for 
classification and regression. In this subsection, we will consider the theoretical basis of SVM, model 
parameters and their meaning, as well as examples of their use. 

SVM is based on finding the optimal hyperplane that separates two classes in the 
multidimensional feature space with the maximum margin. The hyperplane is chosen so that the 
distance between it and the nearest points of both classes (support vectors) is maximal. 



140 
 

In the case when the data are not linearly separable, SVM uses kernel functions (kernel functions) 
to transform the feature space into a higher-dimensional space where the data can become linearly 
separable. 

When applying the support vector method, the settings of various parameters that affect the 
performance and accuracy of the model are important. The main SVM parameters include: C 
(regularization parameter), Kernel (kernel function), Gamma (kernel function parameter), Degree 
(used for the polynomial kernel and determines the degree of the polynomial), Coef0 (kernel 
constant). 

The SVM kernel is symmetric, positive semi-definite matrix K consisting of scalar products of 
pairs:𝑥𝑖 𝑥𝑗: 𝐾(𝑥𝑖, 𝑥𝑗) =< 𝑓(𝑥𝑖), 𝑓(𝑥𝑗) >, 

where f - an arbitrary transforming function for forming the kernel. 
For example: 

1. linear core:𝐾(𝑥𝑖, 𝑥𝑗) = 𝑥𝑖
𝑇𝑥𝑗 

2. sigmoid nucleus: 𝐾(𝑥𝑖 , 𝑥𝑗) = tan (𝛾𝑥𝑖
𝑇𝑥𝑗 + 𝛽0) 

3. Gaussian kernel with the function: 𝐾(𝑥𝑖 , 𝑥𝑗) = exp (𝛾||𝑥𝑖 −  𝑥𝑗||2)  
4. polynomial kernel with degree p:: 𝐾(𝑥𝑖, 𝑥𝑗) = (1 + 𝑥𝑖

𝑇𝑥𝑗)𝑝. 

The support vector method (SVM) is a powerful tool for solving classification and regression 
problems. Using different kernel functions and adjusting model parameters allows SVM to be adapted 
to different types of data and tasks, ensuring high accuracy and reliability of predictions. 

2.2. The method of k-nearest neighbors (KNN) 

The k-nearest neighbor method is a simple and popular machine learning algorithm used for 
classification and regression. It is based on the assumption that similar data have similar labels or 
values [11] (Figure 1). 

 
Figure 1: Work diagrams of the k-nearest neighbors algorithm 

 
The basic principle of KNN is to determine a label or value for a new sample by comparing it with 

its nearest neighbors from the training data set. The number of nearest neighbors (k) is user-defined 
and affects the classification or regression process. 

The KNN algorithm has several key features. Choosing the number of neighbors (k) is an 
important step that depends on the specific data and problem. A distance metric, such as the 
Euclidean distance metric, is used to measure proximity between samples, and this choice is also 
context dependent. The label of the new model is determined by the principle of majority voting 
among the nearest neighbors. Since KNN can be sensitive to class scaling and imbalance, data pre-
processing such as normalization or class balancing is important. In addition, as the dimensionality 
of the data increases, the computational complexity of the algorithm increases, which can become a 
problem for large data sets. Choosing the right hyperparameters, such as the number of neighbors 
and the distance metric, is critical to achieving the best results. 

There are many metrics for calculating the distance between objects [12], among which the most 
popular are: 
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• Euclidean distance is the simplest and generally accepted metric, which is defined as the 
length of a segment between two objects and in space with features and is calculated by 
the formula: 

𝑑(𝑎, 𝑏) = √∑ (𝑎𝑖 − 𝑏𝑖
𝑛
𝑖=1                                                        (1) 

• The Manhattan distance is a metric that is defined as the sum of the moduli of the differences 
in the coordinates of two points in space between two objects and with features and is 
calculated by the formula: 

  
𝑑(𝑎, 𝑏) = ∑ |𝑎𝑖 − 𝑏𝑖|𝑛

𝑖=1                                                             (2) 
• The cosine distance is a metric that is defined as the angle between two vectors and in 

feature space and is calculated by the formula: 

𝑑(𝑎, 𝑏) = 1 −
∑ 𝑎𝑖𝑏𝑖

𝑛
𝑖=1

√∑ 𝑎𝑖
2𝑛

𝑖=1 √∑ 𝑏𝑖
2𝑛

𝑖=1

                                                     (3) 

Considering all these aspects, the k-nearest neighbors method can be a useful and efficient 
algorithm, especially for simple classification and regression problems. However, it has its 
limitations and requires appropriate data processing and hyperparameter tuning to achieve the best 
results.  

2.3. The decision tree method  

Decision trees are known in the machine learning world for a particular distinguishing characteristic: 
their visualization is easier to understand compared to other machine learning models. Figure 2 
shows a graphical representation of a typical decision tree for classification. This is for the 
hypothetical situation where a person wants to see an R-rated movie in a theater. 

 
Figure 2: Tree of the Decision method Tree 

Target the function, which determines the informativeness of features, is defined as follows [13]: 
 𝐼𝐺(𝐷𝑝, 𝑓) = 𝐼(𝐷𝑝) − ∑

𝑁𝑗

𝑁𝑝
𝐼(𝐷𝑗)𝑛

𝑗=1 , where 

F - the sign by which splitting occurs; 
𝐷𝑝, 𝐷𝑗 - is the data set of the parent and j th child node; 
𝑁𝑝, 𝑁𝑗- the total number of copies in the parent i jth daughter nodes; 
I - peace inhomogeneities. 
 
The method is used both for classification problems and for regression problems. A decision tree 

is a hierarchical structure in which each node is responsible for checking a certain condition, and 
each branch represents the result of this check. The leaf nodes of the tree contain the final solutions 
or predicted values. 

A key feature of decision tree construction algorithms is the method of selecting the next 
attribute. There are the following algorithms [14]: 
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• the ID3 algorithm, where the selection of the attribute is based on the increase or on the basis 
of the Gini index; 

• algorithm C4.5 (improved version of ID3), where the selection of the attribute is based on the 
normalized increase of information; 

• the CART algorithm and its modifications  IndCART, DB-CART [15]. 

The decision tree method uses three measures inhomogeneities (or splitting criteria): 

• Entropy 𝐼𝐻(𝑡) = ∑ 𝑝(𝑖|𝑡)𝑙𝑜𝑔2𝑝(𝑖|𝑡)𝑐
𝑖=1  for all nonempty classes𝑝(𝑖|𝑡)   

pi - part of the elements from the i -th class for node t. 
The maximum is reached with a uniform distribution classes 

• Mira heterogeneity Genie 𝐼𝐺(𝑡) = 1 − ∑ 𝑝(𝑖|𝑡)2𝑐
𝑖=1 . 

This value shows the frequency that an element of the training sample is randomly selected 
is recognized incorrectly, provided that the value of the target known functions distribution 
That is, the distance between distribution target values and distribution of model predictions. 
The maximum, as in entropy, is reached at uniform distribution classes 

• Classification error  𝐼𝐸(𝑡) = 1 − max {𝑝(𝑖|𝑡)}. 

 Advantages of the decision tree method: simplicity and intuitive comprehensibility; the decision 
tree is easy to visualize and interpret; can process both numerical and categorical data; does not 
require data scaling. Disadvantages of the method: tendency to overfitting, especially on small data 
sets; can be unstable because small changes in the data can lead to large changes in the tree structure.  

2.4. Random forest method  

A random forest is an ensemble machine learning method that consists of a large number of decision 
trees. The main idea of the method is to combine the results of several decision trees to obtain a more 
accurate and stable forecast. A random forest uses the bagging method to build a set of decision trees, 
each of which is trained on a random subset of data [16-17]. 

To build an ensemble of algorithms based on bagging using bootstrap, samples are generated, on 
each of which a classifier is trained 𝑎𝑖(𝑥). The resulting classifier will average the responses of all 
algorithms (in the case of classification, this corresponds to voting): 

 𝑎(𝑥) =
1

𝑀
∑ 𝑎𝑖(𝑥).𝑀

𝑖=1                                                                  (4) 
Bagging allows to reduce the variance of the classifier and prevents overtraining. The 

effectiveness of bagging is achieved due to the fact that the basic algorithms trained on different 
subsamples are quite different, and their errors are mutually compensated during voting. In addition, 
outliers may not be included in some training subsamples. 

All trees of the ensemble are built independently of each other according to the following 
procedure: 

• generate a random subsample of size n from the training sample; 
• build a decision tree, and during the creation of the next tree node, not all features are 

considered, but only m randomly selected features, on the basis of which the division will be 
carried out; 

• the tree is built until the objects of the subsample are completely exhausted and is not subject 
to the branch cutting procedure. 

Advantages of the random forest method: high accuracy and stability; a random forest is less 
prone to overtraining than individual decision trees; can efficiently process large data sets and a 
large number of attributes; is relatively insensitive to missing data and can handle a dataset with 
missing values. Disadvantages of the random forest method: high computational complexity and 
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memory consumption due to the large number of trees; difficult to interpret because the result is an 
average of many trees. 

2.5. Logistic regression method 

The logistic regression method (logistic regression) is a statistical method in machine learning that 
is used to predict the probability of belonging to two or more categories or classes. It is one of the 
most common algorithms for binary classification problems [18-19]. 

The main idea of the method is to model the logarithm of the odds (the logarithm of the likelihood 
ratio) as a linear combination of the input attributes. A logistic function (also known as a sigmoid) 
is used to convert a linear combination into a probability of belonging to a particular class. 

The main steps of the logical regression method: 

1. Data preparation: Loading and preprocessing of data, including scaling, normalization or 
removal of missing values. 

2. Model definition: establishing a logistic regression model that includes input attributes and 
model parameters. 

3. Parameter estimation: using the maximum likelihood method or other optimization methods, 
model parameters that best fit the training data are estimated. 

4. Classification: with the help of a trained model, the probability of belonging to a certain class 
for new data samples is predicted. A classification decision is made based on the probability 
threshold. 

5. Evaluation of the results: evaluate the accuracy and efficiency of the model using metrics 
such as accuracy, sensitivity, specificity or ROC curve. 

Logistic regression has several advantages, such as ease of implementation, interpretability of 
results, ability to work with different types of attributes (categorical and numerical) and copes well 
with large amounts of data. However, it may also have limitations, such as linearity assumptions and 
vulnerability to outliers or unbalanced data. Regularization techniques, selection of optimal 
attributes or use of ensemble methods can be used to improve the results. 

2.6. Deep neural networks 

Deep neural networks (Deep Neural Networks, DNN) are powerful machine learning models that 
consist of many layers of neurons. They are capable of automatically learning complex nonlinear 
relationships in large volumes of data and are widely used for a variety of classification problems. In 
this subsection, we will consider the theoretical foundations of deep neural networks, their 
architecture, parameters and examples of use [20-21]. 

A DNN is a multilayer neural network that consists of an input layer, one or more hidden layers, 
and an output layer. Each layer consists of neurons that are interconnected by weighted connections. 
Neurons calculate the weighted sum of their input signals, apply an activation function to this sum, 
and pass the result to the next layer. 

Main components of DNN: 

1. Neurons (Nodes): basic computing elements that receive input signals, calculate a weighted 
sum and apply an activation function. 

2. Layers: collections of neurons, where each layer processes the output signals of the previous 
layer. 

• the input layer receives initial data; 
• hidden layers process data, revealing complex patterns and dependencies; 
• the output layer generates the final predictions or classifications. 
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3. Activation functions (Activation Functions): non-linear functions applied to the original sum 
of neurons. Popular functions include ReLU, Sigmoid, Tanh, and Softmax. 

The architecture of deep neural networks defines the number of layers, the number of neurons in 
each layer, and the types of activation functions. Some popular architectures include: 

1. Direct neural networks (Feedforward Neural Networks, FNN) [22]: the simplest form of DNN, 
where signals pass from the input layer to the output layer through one or more hidden 
layers without feedback. 

2. Convolutional neural networks (Convolutional Neural Networks, CNN) [23]. 
3. Recurrent neural networks (Recurrent Neural Networks, RNN) [24]. 

The main parameters that are adjusted when building and training deep neural networks include: 

• Number of layers (Number of Layers): a larger number of layers allows the model to detect 
more complex patterns, but also increases computational costs and the risk of overtraining. 

• The number of neurons in the layer (Number of Neurons per Layer): defines the number of 
computing units in each layer. Increasing the number of neurons can improve the learning 
ability of the model, but also increases the risk of overtraining. 

• Activation functions (Activation Functions): ReLU (Rectified Linear Unit), Sigmoid, Softmax. 
• Speed of learning (Learning Rate): 
• Batch size (Batch Size): 
• Number of epochs (Number of epochs. 

Deep neural networks (DNNs) are a powerful tool for solving classification problems due to their 
ability to learn complex nonlinear relationships in large volumes of data. The choice of network 
architecture and parameter settings are critical to achieving high model accuracy and performance. 
In the context of predicting customer behavior, DNNs can provide high classification accuracy, 
especially when dealing with large and complex datasets.  

3. Collection and preparation of data on user behavior 

The subscription_prediction.csv file was used as a Dataset to study the behavior of the bank's clients. 
It contains data on clients of the banking institution and consists of 21 columns: age, job, marital 
status, education, default, housing, loan (availability of a personal loan), contact (type of 
communication), month (month of last contact), day_of_week (day of last contact), duration 
(duration of last contact in seconds), campaign (number of contacts made during this campaign and 
for of this client), pdays (the number of days that have passed since the last contact with the client 
from the previous campaign), previous (the number of contacts made before this campaign and for 
this client), poutcome (the result of the previous marketing campaign), emp.var. rate (rate of 
employment change - quarterly indicator), cons.price.idx (consumer price index - monthly indicator), 
cons.conf.idx (consumer sentiment index - monthly indicator), euribor3m (3-month euribor rate - 
daily indicator), nr.employed (the number of employees is a quarterly indicator), y (has the client 
signed a term deposit). 

 To read data from a CSV file and create a Dataframe, the function " pandas.read_csv ()" from 
the pandas library is used (Figure 3): 

 
Figure 3: Reading data and creating a Dataframe 
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Data preparation plays an important role in the implementation of the algorithm, so it is 
necessary to carefully examine the data set. ". head ()" method used to display the first few rows of 
the DataFrame. 

After examining the results of the methods, it was found that there are no missing values in the 
data set. Also, the target column 'y' takes the value " yes " or " no ". For convenience, it is necessary 
to encode these lines as numbers "0" for " no " and "1" for " yes ". 

For error-free operation of the fit () method, which will be used later, it is necessary to convert all 
categorical columns into binary variables (Figure 4): 

 
Figure 4: Conversion of columns to binary variables 

 
The variable "top_5_features" contains the indices of the five variables that have the highest 

correlation with the target variable. These variables are the most informative for predicting the target 
variable and can be used for further analysis or model building (Figure 5). 

 
Figure 5:  

4. Development of a model for predicting user behavior 

The next step will be to create and train the classifier using the scilit-learn library. The goal when 
training a model is to evaluate its performance on a test data set or on new data. To ensure accuracy, 
it is necessary to create an intermediate data set between training and test data. 

Thus, the initial data set will be divided into three parts: training set (60%), validation set (20%), 
test set (20%). To implement this task, there is a method " train_test_split ()" (Figure 6): 

 
Figure 6: Splitting the data into three parts 

 
In the next step, you need to normalize the values of the columns by scaling their values to the 

range [0, 1]. 
NeighborsClassifier " is used to create a classifier using the k-nearest neighbors algorithm. In this 

case, the " knn " model is used as the base classifier, and the " grid_params " is passed as the " 
param_grid " parameter in the " GridSearchCV " constructor. The " scoring =' accuracy '" parameter 
indicates the use of the accuracy metric to evaluate the model. 

After initializing the " knn_grid " object of the " GridSearchCV " class, the "fit()" method is called, 
which starts the search for the best hyperparameters on the training data set that has been pre-scaled 
by " X_train_scaled " and the corresponding target values " y_train ". The algorithm goes through all 
possible combinations of hyperparameters, calculates the results according to a certain metric (in 
this case, accuracy), and stores the best combination of hyperparameters in the " knn_grid " object. 
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After calling " fit()", the " knn_grid " model will contain the best hyperparameter values that can 
be used for further prediction and evaluation. 

The last stage of the model implementation is the derivation of the efficiency of its work (Figure 
7): 

 
Figure 7: Output of the accuracy of the model 

 
In this code, the accuracy of the model is evaluated on the test data set after finding the best 

hyperparameters using " Grid Search ».« X_test_scaled » - test data set " X_test " that was scaled 
using " scaler.transform ()". This is done to ensure the same scale between the training and test 
datasets. " accuracy " is a variable that stores the accuracy of the model on the test data set. The 
score() method is called on the best estimator " best_estimator " of the " knn_grid " object (the 
NeighborsClassifier model with the best hyperparameters ), and the accuracy of the model is 
calculated on the test data [25]. 

The main difference from the k-nearest neighbors implementation is the use of 
LogisticRegression () instead of NeighborsClassifier. LogisticRegression () is a class in the scikit-learn 
library that is used to build a logistic regression model. 

Implementation by the decision tree method is slightly different from, for example, the KNN 
method: 

The main difference is as follows: 

• for KNN, KneighborsClassifier from the sklearn.neighbors library is used. 
DecisionTreeClassifier from the sklearn.tree library is used for the decision tree; 

• in the case of KNN, the hyperparameter is configured n_neighbors (number of neighbors) 
and metric (Euclidean, Manhatta, etc.). In the case of a decision tree, hyperparameters are set, 
such as the criterion (gini or entropy) and the maximum depth of the tree; 

In general, both approaches have a similar structural skeleton for loading data, training, training 
a model, and evaluating its accuracy, but they use different algorithms for classification. 

The RandomForestClassifier from the sklearn.ensemble library is used for the random forest. A 
random forest combines decision trees to reduce overtraining and improve accuracy. SelectKBest 
with f_classif is also used to select the top 5 features using analysis of variance [26]. 

Feature selection can improve a model's speed and efficiency, but it can affect its workflow and 
decisions. To reduce the code execution time, in this case, RandomizedSearchCV was used, it allows 
you to explore a random subset of the hyperparameter space [27-29]. 

The implementation of the model differs by importing additional libraries for working with data, 
building and training a neural network: "Sequential", "Dense", "Dropout", "Adam", "to_categorical", 
"tensorflow.keras". Next, a neural network is built. The network consists of three " Dense " layers ( 
fully connected layers), each of which has a different number of neurons and uses the " ReLU " 
activation function, except for the output layer, which uses the "softmax " activation function for the 
classification task. Two " Dropout " layers are placed after each hidden layer to help prevent 
overtraining by turning off random neurons during training. 

This architecture provides flexibility in training complex models capable of recognizing patterns 
in data, while " Dropout " helps avoid overtraining problems. 
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5. Evaluation of the quality of models 

The accuracy of the k-nearest neighbors model was 86.62%. With the help of the " 
classification_report ()" function, a detailed report on the classification quality indicators for the 
machine learning model was obtained (Figure 8). 

 
Figure 8: Display of model accuracy 
Classification report (Classification Report) provides detailed information about the classification 

results: 

• precision: measures how many positive predictions were correct. For " no " it is 0.91, for " yes 
" - 0.82. This means that the model was accurate in predicting the " no " class 91% of the time 
and the " yes " class 82% of the time; 

• recall (sensitivity): this measures what fraction of true positive cases were found by the 
model. For " no " it is 0.83, for " yes "  0.90. This means that the model is able to reproduce 
83% of positive cases for " no " and 90% of positive cases for " yes "; 

• f1-score (F1-index): indicates the balance between accuracy and sensitivity. For " no " it is 
equal to 0.87, for " yes " - 0.86; 

• support: this is the number of instances in each class in the test data set. 

 represent the average value for each indicator across all classes. 
" calculates the average regardless of class size, while " weighted avg » takes class size 

into account. 
The accuracy of the model by the method of support vectors is 86.62% (Figure 9), To assess 

the quality of the model, the validation curve graph is also used (Figure 10): 
 

 

Training score (red line) and Cross-validation score (green line) show the estimation of the 
accuracy of the model at different values of the C parameter. Both graphs have a similar shape and 
reach a plateau around C = 1. This indicates that the model performs well already at low values of 
C, and increasing this parameter does not brings significant performance improvements. The 

Figure 9: Display of model accuracy  
by the method of support vectors 
 

Figure 10: Graph of the validation curve for 
parameter 
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accuracy of the model stabilizes at the level of about 0.855. This indicates a good overall quality of 
the model, since the cross- validation accuracy is very close to the training accuracy, which indicates 
the absence of strong overfitting or underfitting. 

The accuracy of the logistic regression model was 84.20%, which is quite a good result (Figure 
11). 

The ROC curve (Receiver Operating Characteristic curve) (Figure 12). The ROC curve displays 
the relationship between sensitivity (True Positive Rate, TPR) and specificity (True Negative Rate, 
TNR) of the classifier at different threshold values. True Positive Rate defines how often the classifier 
correctly identifies positive examples among all true positive examples. False Positive Rate defines 
how often the classifier incorrectly identifies negative examples among all true negative examples. 
An ROC curve is a graph where the X- axis shows FPR and the Y- axis shows TPR. Each point in this 
graph corresponds to a different threshold value at which the classifier identifies positive and 
negative examples. 

The ROC curve diagonally passes through the point (0,0) and (1,1) and corresponds to a classifier 
that randomly determines a class. The optimal classifier will lie above this diagonal. 

The area under the ROC curve (AUC-ROC) determines the overall quality of the classifier. The 
larger the AUC-ROC, the better the classifier. Typically, AUC-ROC ranges from 0 to 1. A classifier 
with an AUC-ROC of 0.5 corresponds to random class selection, while a classifier with an AUC-ROC 
close to 1 is considered very effective. 

 
 

 
 

 
In the ROC curve plot, the optimal classifier will have an ROC curve that approaches the upper 

left corner of the plot and is 0.92, which corresponds to a high TPR and a low FPR at any threshold 
value. 

The accuracy of the decision tree model was 86.81%, which is shown in Figure 13: 
 

 

Figure 11:  Representation of the accuracy of the 
logistic regression model  

Figure 12:  ROC curve graph 

Figure 13:  Accuracy of the decision tree model Figure 14:  Graph of the ROC curve of the 
decision tree model  
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The model has high accuracy and is able to effectively distinguish between positive and negative 
classes, which is confirmed by a high AUC value (0.94). The ROC curve indicates a good balance 
between sensitivity and specificity, which makes the model reliable for classification tasks. 

The model built on the basis of the random forest method has an accuracy of 88.05%, which is 
shown in Figure 15. The model has high accuracy and is able to effectively distinguish between 
positive and negative classes, which is confirmed by a high AUC value (0.94). The ROC curve 
indicates a good one balancing between sensitivity and specificity that makes the model reliable for 
classification problems (Figure 16): 

  
 
 
 
 
 
 
 
 

 
Value AUC = 0.94 is very tall indicator that indicates a high productivity models. The curve shows 

high True Positive Rate even at low False Positive Rate that means that the model detects well 
positive cases at a minimum quantity false positives activations. Proximity curve to the top left 
corner of the graph indicates a high sensitivity and specificity models. The model is significant 
deviates from random lines, confirming high precision models. 

The evaluation was carried out using the following metrics and is presented in Table 1: 

• Accuracy; 
• Precision; 
• Recall; 
• F- measure. 

The table shows the comparison of different machine learning algorithms applied to predict user 
behavior in terms of metrics such as accuracy, accuracy, completeness, and F-measure. High 
accuracy rates are observed for KNN, SVM, decision tree, and random forest methods with values 
ranging from 0.87 to 0.88, indicating their ability to make correct predictions. The random forest 
method performed best with an accuracy of 0.88, indicating its potential to predict general user 
behavior patterns, while logistic regression performed slightly lower (0.84). 
 
Table 1 
Evaluation methods 

Figure 15:  Accuracy of the random forest model Figure 16:  Graph of the ROC curve  

 The method 
of k-nearest 
neighbors 

By the method of 
support vectors 

Method of 
logistic 
regression 

Decision 
tree method 

Random 
forest 
method 

Metrics Result Result Result Result Result 
Precision 0.87 0.87 0.84 0.87 0.88 
Precision 0.82 0.82 0.83 0.84 0.84 

Completeness 0.9 0.91 0.82 0.89 0.91 
F- measure 0.86 0.86 0.82 0.86 0.87 
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In the context of user behavior analysis, accuracy and completeness help assess a model's ability 
to correctly identify positive behavioral patterns. All algorithms have similar accuracy rates (about 
0.82-0.84), which indicates their effectiveness in correctly predicting certain user behavior. However, 
the SVM and random forest methods showed the highest completeness values (0.91), indicating their 
ability to detect all possible behavior scenarios without missing any important cases. The F-measure 
as a harmonic mean of accuracy and completeness confirms the balance and reliability of the models, 
particularly in the decision tree, SVM (0.86) and random forest (0.87) methods, making these 
approaches the most effective for predicting complex user behavior. 

6. Conclusions 

This paper analyzed k-nearest neighbors (KNN), support vector (SVM), logistic regression, decision 
tree, random forest, and deep neural network methods for predicting user behavior. The study found 
that all six methods are effective and capable of providing accurate predictions of customer behavior. 

The behavior of the bank's customers was studied based on such parameters as demographic data, 
the history of interaction with the bank, the availability of loans, the method of communication, as 
well as macroeconomic indicators. The analysis showed that certain factors, such as age, type of 
work, availability of a home loan and previous campaigns of the bank, have a significant impact on 
the probability of a client signing up for a term deposit. 

According to the obtained results, the accuracy of the k-nearest neighbors method was 86.62%, 
which indicates its good prognostic ability. The support vector method (SVM) also showed an 
accuracy of 86.62%. Logistic regression showed an accuracy of 84.20%, which is also a satisfactory 
result. The decision tree model had an accuracy of 86.81%, while the accuracy of the random forest 
model was 88.20%, which is the highest among all methods studied. The deep neural network (DNN) 
showed an accuracy of 86.00%. 

Based on these results, it can be concluded that the random forest is the most effective among the 
studied methods for predicting the behavior of bank customers. However, the choice of method 
should depend on the specifics of the data and the specifics of the task. In some cases, a combination 
of methods, such as using k-nearest neighbors and logistic regression, can lead to even better results 
and improve the quality of the prediction. 

Declaration on Generative AI 

The authors have not employed any Generative AI tools. 
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