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Abstract

The article discusses the design and control of the Internet of Things networks. The requirements for
effective network management are defined. A model of the information network based on Smart Home
technology in the Cisco Packet Tracer environment is built, user authentication is established, the address
space is partitioned, smart devices are selected, and the requirements for the bandwidth of the information
network are analyzed. A popular approach to implementing a Smart Home is to use sensors and cameras
to monitor the home environment and detect motion and control the home environment, which alerts
homeowners in the event of a security breach. Indoor temperature, humidity levels, motion detection data,
and water level readings collected by sensors can be stored in a database on the server for further analysis.
The system also uses the generated logs to monitor performance and identify potential threats and signal
in the event of security breaches. The proposed Smart Home strategy, in comparison to traditional
approaches, is characterized by enhanced system integration, improved scalability, optimized resource
utilization, and heightened security.

Keywords

internet of things, smart home, information network, Wi-Fi, smart devices

1. Introduction

At present, the specifics of the deployment of the Internet of Things (IoT) environment are
characterized by the presence of a wide range of diverse and generally resource-limited applications.
There are a number of developed and standardized IoT protocols [1, 2]. Among such technologies, it
is worth highlighting Zigbee, BLE, LoraWAN and Sigfox solutions, as well as individual solutions
for network management in the LWM2M, CoMI format [3]. Communication protocols are relevant
when using means with limited resources, and solutions have been developed for routing such
devices, such as 6LowPAN and RPL, respectively.

However, as the analysis of works [4, 5, 6] shows, due to heterogeneity and certain resource
limitations, the implementation of IoT networks is associated with a number of problematic issues
that ultimately affect their performance. Mainly, as discussed in [7], such problems are caused by the
quality of reliable communication, the consequences of network overload, and failure of IoT devices.
In this context, an important problem arises, directly related to the implementation of the flexible IoT
network management format to maintain performance indicators. Here, as noted in [8], it is
important to ensure a low level of end-to-end latency or satisfactory energy efficiency. Analysis of
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current works on IoT [9, 10] allows us to formulate a list of requirements for the implementation of
flexible control of IoT networks, among which it is necessary to highlight the functions of resource
provision, authentication, routing and monitoring [11]. In addition, it is important to ensure timely
software updates for the relevant devices, in particular their firmware, error correction [12,
13, 14], etc. Thus, the implementation of the above functional slots allows us to form a network
service environment in order to maintain the performance indicators of IoT, in the form presented

in Figure 1.
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Figure 1: The concept of forming the IoT architecture.

The model in Figure 1 includes IoT devices, IoT technologies, and IoT applications and services.
Devices usually have a wireless module that corresponds to a specific IoT technology: LoRa, ZigBee,
Wi-Fi. Information exchange is provided by a specific protocol. In this case, in the presented article,
when organizing the smart home (SH) network, we use Wi-Fi technology [15, 16]. At the top level
of the model, there are applications that allow you to configure the interaction of intelligent devices.
These are some applications and network services.

In the works [17, 18] it was emphasized that the implementation of the SH project allows for an
unprecedented level of control and volume in order to gain access and control over home devices
from the subscriber's current location at the required time. In general, as noted in the works [19], the
main purpose of smart devices is to create an interconnected ecosystem inside the home, where IoT
technology is used as the main one for device control. As discussed in the works [20, 21], in this
context we can talk about the formation of a network of physical devices containing appropriate
sensors and allowing for data exchange in the IoT format [22].

The content of the presented work is aimed at supplementing and implementing through
modeling the proposed concept of building an information network of the SH type. We used the
Cisco Packet Tracer (CPT) environment to design such a network. The implementation of the
proposed network architecture is realized through a user authentication mechanism, partitioning the
address space, choosing reasonable devices and analyzing the bandwidth requirements of the
proposed network. The proposed SH system uses generated logs to monitor performance and
identifies potential threats and signals in case of security breaches.
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2. Control methods in loT networks

This section of the article analyses possible approaches to control methods in IoT networks. A
classification of control solutions in the network is presented. A low-power IoT control architecture
is described. Low-power IoT network management protocols have been developed to ensure and
optimize network performance while using small resources for network control operations.

2.1. Conceptual foundations in loT control solutions

The concept of network control is based on a number of operations, among which it is advisable to
highlight: monitoring in relation to devices; providing the control process with routing and security.
The main direction of such operations is associated with increasing network performance, in
particular, in the context of minimizing delays, reducing energy consumption, localizing packet loss,
etc. Consequently, it is possible to highlight a typical control structure based on the formation of
logical subsystems based on a network manager, managed devices and agents. Thus, Figure 2
presents the concept of engaging functional elements activating the network control process [23].

Networle Admumstrator
| ]
Controlled Controlled Controlled
device device device
- EgEﬂt - agent - EgEﬂt
- control - control - control
database database databasze

Figure 2: Devices participating in the control network.

According to Figure 2, the "Network Administrator" provides overall control of a group of nodes.
The "Controlled device" refers to a network device that provides a set of parameters (e.g. IP address,
CPU load, remaining battery charge, etc.) that are control (via read/write operations) by the network
manager. The "Agent" refers to the software running on the managed device. It collects raw data
from the control device and transmits it in a usable format to the network manager. The control
database contains information about the parameters of the control device. Messaging protocols can
be used to exchange information between the network manager and the control devices. This allows
the network manager to receive parameters from the control devices and make appropriate decisions
on reconfiguring the network devices.

There are several key requirements for managing IoT networks. Accordingly, the key
requirements for effective IoT performance can be formulated as follows: scalability, fault tolerance,
energy efficiency, quality of service (QoS) [24], and security. Consequently, IoT must provide low
power consumption with the ability to expand by adding new devices (Figure 3).

It is equally important to satisfy the fault tolerance requirement. The point is that such a
requirement must guarantee that the network will perform as expected in the presence of a fault (e.g.
node fault, network fault, receiver fault, software fault) in the network. QoS characterizes the degree
of consumer satisfaction. This requirement includes mechanisms for localizing packet loss,
minimizing delays, etc. The energy efficiency requirement imposes obligations to perform the main
functions of IoT with minimal power consumption, which is especially relevant in the context of
using battery power.

Next, we discuss such a requirement as security. Having a secure network is the key to preventing
potential risks of data forgery. Self-configuration refers to the ability of IoT devices to adapt their
behavior in accordance with the network state.
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Figure 3: Low power IoT Control Solutions.

By analyzing the listed requirements for IoT, approaches to implementing network control solutions
for devices with limited resources can be formed. These solutions can be used to create certain
categories (Figure 3) of control, in particular, as network control protocols for low-power IoT
networks, SDN-based platforms, cloud platforms, semantic frameworks, and machine learning
frameworks.

2.2. Low-power loT network control approaches

There are various network management protocols for remote control of devices with limited
resources. These protocols include: LWM2M [25], CoMI, NETCONF Light and 6LowPAN-SNMP
(Figure 4).
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Figure 4: LWM2M Architecture.

LWM2M is a client-server protocol designed for low-power IoT device control. The LWM2M
server resides on the network manager device, and the LWM2M client is typically hosted on the
control devices. IoT device resources are organized into objects (e.g., a location object that contains
all the resources that provide location information for IoT devices). CoMI is a control interface
designed for low-power IoT devices and networks. This network control protocol enables resource
management operations of IoT devices. 6LowPAN-SNMP is an adaptation of SNMP for IPv6 low-
power wireless personal area network (6LowPAN). An example of such an architecture is shown in
Figure 5.
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Application 1 Application 2 Apphcation 3

Cloud platform for working with sensors

Figure 5: Architecture of control of smart devices based on a cloud platform for working with
Sensors.

3. Building a smart home model

In this chapter, we introduce the proposed SH network model. The process of setting up a wireless
SH network will be discussed. The format for setting up the connection between smart devices and
the server will be described.

3.1. Setting up the SH network model

SH systems are now being deployed in private companies, government agencies, and residential
buildings to automate operations that make life and work more convenient: they control lighting,
household appliances, monitor the home, etc. To build an SH model, we will use CPT. In Figure 6,
we present a structural diagram of the designed information network using SH technology. The
network has sections with wired and wireless connections. The global network provider connects
two offices using routers Router 1 and Router 2.
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Figure 6: Structural diagram of the proposed information network using SH technology: IoTO0 is the
window control; IoT1 is the door control; IoT2 is the siren control; IoT3 motion detector; IoT4 is the
light control; IoT5 is the wall fan control; IoT6 is the lawn sprinkler; IoT7 is the garage door; I0T7 is
the webcam control.
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Figure 7: First office network.
SH network and monitoring of connected devices in the laptop web browser. Figure 8 shows the

settings window for connecting smart devices to the network - siren (IoT2 - Siren).
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Figure 8: Settings for connecting smart devices to the network.

The physical level configuration for connecting a device named IoT4 is shown in Figure 9. After
all smart devices are connected to the network, it is necessary to configure the actions performed

when certain events occur: when a window is opened, a siren is triggered, which can only be
excluded by the user; when a motion detector is triggered, the lighting is turned on. To do this, go
to the Conditions tab in the laptop web browser (Laptop 0) from the Home tab. The settings window
in the laptop browser is shown in Figure 10. The alarm setup - turning on the siren when a window

is opened is shown in Figure 11.
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Figure 9: Settings window for connecting a device named IoT4.
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Figure 10: Settings window in laptop browser.

= ¥ Rapocpd - a ®
u =

v L Pyl Conly  Deibisd  Prigrsvwss)  ADte

T2 -Sren TS

%1
15168 1.9 « > UKL [hEp 18T 1S 1 Vhome himl Ga SHop

16T Sarver - Devioed Fame | Cangitiang | Edter | Lag Boa

BT S (T TR AL

i

irden &
leTo Z
Srarighanet
7 g ] . L
[ B e
Z o 41
st Sqrear! » Wi FTTO GBI Lignt
T2
L8 AR
192 168 1984 'ﬁ
Lkt
a4
52 9681 80

Figure 11: Display the ability to turn on the siren when opening a window.

If the alarm is not needed, we turn off the siren. Setting up smart devices in the laptop web
browser (Laptop 0) is shown in Figure 12.
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Figure 12: Setting up smart devices in your laptop's web browser.
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Routers and switches of the local network are connected using twisted pair category 5e (see Figure
6). For four pairs the transmission rate is up to 1000 Mbit/sec, for a two-pair twisted pair, respectively,
up to 100 Mbit/sec. The frequency band is 100 MHz [26].

Global connections with the provider are made using single-mode optic fiber [27].

To transmit packets to the global network, the first office has a gateway 192.168.1.250 with a
white IP address of 1.1.1.1. Another office has a gateway 192.168.2.1 with a white IP address of 2.2.2.2.
To work with smart devices in the network, there is a server 192.168.1.1 and workstations with a
wired and wireless connection.

3.2. Setting up and control of the global SH network

When setting up a global network, we must be able to connect from the second office via the global
network to the first office. This is done using a gateway. In the network of the first office, the gateway
has the address 192.168.1.250. The Home/Officel node setup window looks like (Figure 13).

For the second office, the gateway has the address 192.168.2.1. For each network device, we must
write down the IP address of this device, the subnet mask, and the gateway. The Office2 node
configuration window looks like this (Figure 14).

For office 2, we also need to specify a gateway to access the global network. In order for us to
have access from the first office to the second and from the second to the first, we need to set up
global connections. We have two routers. They have global IP addresses: for the first office 1.1.1.1
and for the second office 2.2.2.2. We need to record the default gateway in each office node - this is
the router at 192.168.1.250. We need to do the same with the second office.

Physical Conﬁg CLI  Attributes

GLOBAL GigabitEthernat1/0
Settings
Algorithm Sgett\ngs e Sl.atus . . . On
Bandwidth 1000 Mbps 100 Mbps 10 Mbps Auto
ROUH_NG Duplex Half Duplex Full Duplex [v] Auto
Static MAC Address 0030 F261.8375
RIP
INTERFACE IP Configuration
GigabitEthernet0/0 IPv4 Address 192.168.1.250
| GigabitEthernet1/0 ‘ Subnet Mask 255.265.255.0
Tx Ring Limit 10

Figure 13: Home/Officel Node Configuration Window.
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Figure 14: Office2 Node Configuration Window.
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The window for configuring Gigabit Ethernet addresses of the provider node looks like (Figure
15).
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Setbngs Lt
oL Paort Status = On

Algorithm Sattings = -
MALC Address OOED AJEE 5414 |
ROUTING 1

Static IP Corfiguration
RIP 1P Addriss 1113

INTERFACE Subnet Mask 265.0.0.0
FastEthemeatl/0
FastEthernatl/0 T Rirg Lbrat il

Senal2/ 0
Sanal3fo
FastEthemet4/0
FastEthemnats/0
GigabitEtherneta/0
GigabitEthermnet9/0

Figure 15: Gigabit Ethernet address configuration window for the provider node.

Before setting up routing tables on the routers, let's check for a connection with the first router
in the second office. On the Laptop 1 node, open the command line, as shown in Figure 16.

Physical  Config DeskmE Programming  Attributes

Command Prompt

C:\>ping 192.168.1.11

Pinging 192.168.1.11 with 32 bytes of data:

Reply from 1 168.2.1: Destination host unreachable.
Reply from 1 ] .1: Destination host unreachable.
Request time

Reply from 192.168.2.1: Destination host unreachable.

Ping statistics for 192.168.1.11:
Packets: Sent = 4, Received = 0, Lost = 4 (100% loss)

C:\>ping 192.168.1.11
Pinging 192.168.1.11 with 32 bytes of data:

Request timed out.
Request timed out.
Request timed out.
Reply from 192.168.1.11: bytes=32 time<lms TTL=125

Ping statistics for 192.168.1.11:

Packets: Sent = 4, Re ved = 1, Lost = 3 (75% loss),
Approximate round trip times in milli-seconds:

Minimum = Oms, Maximum = Oms, Average = Oms

Figure 16: Command line on node Laptop 1.

To ensure communication between the second office and the first, requests from nodes at the first
address 192.168.1.0 with a mask of 255.255.255.0 must be redirected to the router port with the
address 2.2.2.3.

Open the static address settings window for the Home/Officel node and write down that all
requests from nodes 192.168.2.0 should be forwarded to router 1.1.1.3.

Only after this we will configure the routing table on the provider router. All requests coming to
the 192.168.1.0 network should be transmitted to the router with the address 1.1.1.1, and requests to
the address 192.168.2.0 should be sent to the router with the address 2.2.2.2.
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Open the command line in the node (Laptop 0) of office 2 and ping node 11, located in the first
office. In this case, it is possible that the first three sent packets were lost, which is related to the
compilation of the routing table. When the routing table is configured with the server 192.168.1.1,
the first ping remains unanswered. Then three packets arrive successfully.

Let's add a new device to the network - a tablet, from which we can control the operation of smart
devices in the house and configure them according to Figure 17.
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P Confiquration
DHCP
& Siatic
Prall Addmesy 12 15611
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Figure 17: Wireless network settings window for tablet

In Figure 17 we have shown the configuration in case of configured Wi-Fi parameters.

After pinging the presence of Tablet PC 0 on the network, we connected to the web server
and checked the ability to control smart devices at home.

After entering the login and password, a window opens in which all connected smart devices are
displayed, as shown in Figure 18.
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Figure 18: Smart Devices Settings Window of the laptop1 node
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3.3. Modeling the scaling process of the SH network

By scaling the SH network, we added entrance doors to the building and garage. There is a device at
the door that records the state of closing and opening, which is connected to the network using a radio
module. We configure the connection of this device according to Figure 19.

We set up the garage door in a similar way. We also included a sensor that works via Wi-Fi [16].
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Figure 19: Connecting a Smart IoT7 Device

Next, we established a connection between the smart devices and the server that controls them.
Everything is shown in Figure 20.
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Figure 20: Communication between smart devices and server

Now the user needs to remotely check whether the door lock is closed — he can do this using the
IoT Server — Device Conditions window, as shown in Figure 21.

Below we present the calculation of the required SH network bandwidth [28, 29]. We take into
account that for each 0.1-megapixel resolution of the webcam, two Mbit/s of Internet rate are
required to ensure reliable connection (Table 1).
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< > | URL  hatpc/f192.168.1. Veonditans. Mmi Go Stop

IaT Server - Device Conditions Home | Conditions | Editer | Log Out
Actions Enalbled Mamie Condition | Actions |
Edit || Remaove s Siren [6TO On is true Set ToT2-Siren On to true
Edit || Remaove ek Light [oT3 On is tree Set 1oT4 Status to On
Edit | Remave ikd Light-OFF EoT2 On is false et TaT4 Seatus to O
Edit || Remaove Vs doar [6T1 Open is true Set ToT2-Siren On to true
Edit | Remove o5 Gi-Dipor [oT7 On is true Set ToT2-Siren On to true

Figure 21: IoT Server Settings Window — Device Conditions

Table 1
Determining the bandwidth of a camera with different resolutions
Frame size Number of pixels Frame frequency Rate (Mbit/s)
(frames/sec)
320-340 76800 25 1.6
640-480 307200 25 6.0
1296-972 1259712 25 26.0
1640-1232 2020480 25 40.0

To calculate the bandwidth of the SH network at home using an IP video camera, the following
expression was used:

Fr - 1024 -8 - R - N (1)

106 '
where Fj is the frame frequency; R is the video resolution; N is the total number of cameras

involved in the network.
Below we present the calculation of the bandwidths of cameras with different codecs and
summarize it in Table 2.

Table 2
Key camera bandwidth indicators depending on codec type
Frame size Video resolution Codec type Rate (Mbit/s)
(MP)
1280-720 1 H.264 2.0
1280-720 1 mjpeg 6.0
1920-1080 2 H.264 4.0
1920-1080 2 mjpeg 12.0
2560-1440 4 H.264 8.0
2560-1440 4 mjpeg 24.0

It is important to note that increasing the frame size affects the quality of recognition of small
details. If we set the camera to turn on when the motion detector is triggered, we can reduce the
required Internet rate. It should be emphasized that depending on the location of the video camera,
different bandwidth can be obtained. Here it is important to determine whether the cameras are
located outdoors or indoors. It should also be taken into account that some cameras have high
resolution or purity of recording of frame sequences, due to the built-in image processing algorithm.
In this case, the bandwidth increases.

We also provide a flow chart for sending messages to an IoT network user (Figure 22).
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Figure 22: IoT Server Settings Window — Device Conditions

So, in accordance with Figure 22, we record the following sequence of actions. Using the built-in
Wi-Fi [12, 16], the IoT device sends information from the sensors to the cloud service. The IoT
platform forms a certain set of rules that have the ability to activate according to certain signs -
opening the garage, opening the window or using the motion detector, that is, what is described
above in our network [30]. The resulting set of rules includes a message service and information is
sent to e-mail. Thus, the rate of IoT response in the cloud service [31, 32] database increases.

However, network control protocols are not able to meet all the requirements of low-power IoT
networks mentioned earlier. Let us consider cloud platforms for control low-power Internet
networks. Cloud computing is a model that provides ubiquitous, convenient, on-demand network
access to a shared pool of computing resources [33]. The architecture of low-power IoT network
control on a cloud platform consists of three layers: 1) the first layer consists of resource-constrained
devices; 2) the second level consists of cloud infrastructure; 3) the third level consists of IoT
applications.

The IoT network deployment solutions described in Section 2 formed the basis for the SH network
design process presented in Section 3.

4. Conclusion

This paper describes the process of building a model of the SH network in the environment.
According to the simulation results, user authentication is established, the address space is
partitioned, smart devices are selected, and the bandwidth requirements of the IoT network are
analyzed. The owner can access the SH from anywhere in the world using a smartphone. The use of
sensors and cameras is configured to monitor the home environment and detect motion and control
the home environment, which alerts homeowners in the event of a security breach. Different
programming languages of sensor boards and smart devices are used to build the network. The
indoor temperature, humidity level, motion detection data and water level readings collected by the
sensors can be stored in the database on the server for further analysis. The system also uses the
generated logs to monitor performance and identify potential threats and alarms in case of security
breaches. The calculation of the required network bandwidth to support video data from multiple IP
cameras in SH settings is provided.
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