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Abstract 
The article presents a review and analysis of modern approaches to community detection in social networks 
modeled as undirected graphs. Based on graph theory methods, we propose  a new mathematical 
framework for identifying cliques and k-cliques in the network, aimed at determining indicators that 
provide useful information about the quality of connections in the social network, its vulnerabilities, and 
optimizing the information transfer process among community agents in the network. The results of the 
study are intended for the implementation of the developed methods into existing algorithms for social 
network analysis. 
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1. Introduction 

While performing analysis of large amount of data, there is a need for their identification and 
grouping according to certain characteristics. Social networks can be considered as one of the 
examples of such a set of data with connections between them. The term "social network" was first 
proposed by D. Barnes in 1954. A social network is understood as a system consisting of social objects 
or agents (people or different groups of people, such as organizations and families) between which 
certain relationships exist. Online social networks are very popular in modern society. Their analysis 
is necessary for solving various tasks related to marketing, bot detection, information security, and 
similar areas. here are various methods for studying the structure and characteristics of networks [1, 
2, 3, 4, 5]. One of the structural features of a social network is its property of heterogeneity. In this 
regard, the task arises of identifying groups within it that are densely interconnected but have weak 
ties with other objects in the network. 

based on its segmentation into subnetworks, most often in the form of clique structures. Another 
important aspect is the study of the hierarchical organization of communities within the network. 
Hierarchical properties of structures can be represented using algebraic set theory, describing 
complex networks in terms of lattices [3, 4]. Mathematical formalization of the mentioned tasks often 
involves the use of graph theory methods aimed at developing software-algorithmic tools. This 
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facilitates the acceleration of data analysis in the social network and the interactions among its 
objects. 

This paper presents the results of applying graph theory methods to determine indicators that 
provide useful information about the quality of connections in a social network and its vulnerability. 
A social system that contains maximal communities is more resilient which is why we considered 
the problem of finding cliques, supergraphs, and subgraphs in the social graph. This problem belongs 
to the NP-complete problems of graph theory [7]. Research in this area has been ongoing for many 
years, and significant progress has been made. A review of algorithms for finding the maximal clique 
in graphs can be found in [8]. 

We applied graph labeling to identify local minimal networks that have a tree structure. The first 
publications on the graph labeling appeared in the mid-60s of the last century. A. Rosa is considered 
to be the founder of the theory of labelings, who in 1967 proposed four types of labelings as a tool 
for decomposing a complete graph into isomorphic trees. In particular, with the help of a graceful 
labeling, he proved H. Ringel's hypothesis about the existence of a cyclic decomposition of a complete 
graph 𝐾2𝑛+1 in 2𝑛 + 1 subgraphs, each of which is isomorphic to a size of the tree 𝑛. The necessary 
conditions for the decomposition of the complete graph 𝐾𝑛 into spanning trees isomorphic to tree 
𝑇are: 1) the evenness of the number 𝑛; 2) the maximum degree of 𝑇 must not exceed 𝑛/2. In general, 
the problem of decomposing a complete graph into spanning trees is NP-complete, as it is related to 
their enumeration. Therefore, initially, trees of small orders were considered, and later methods for 
decomposing the graph 𝐾𝑛 into certain classes of trees, such as chains, caterpillars, and symmetric 
trees, emerged [9]. A comprehensive review of publications dedicated to graph labeling is presented 
by D. Gallian in the electronic journal "A Dynamic Survey of Graph Labeling," which is reissued 
annually and updated with information about new research results [10]. 

2. Modern approaches to community detection in social networks 

In the modern world, social networks play a critical role in facilitating interactions between people. 
Analyzing them helps reveal hidden structures, interaction dynamics, and key characteristics of 
participants. To explore these aspects, this section provides a review and analysis of studies 
describing the main methods for detecting communities in social networks modeled as undirected 
graphs. 

There is a group of methods aimed at identifying communities in social networks. The Girvan-
Newman method is one of the most popular methods among them. It is based on the concept of edge 
centrality. This method involves finding all simple paths between each pair of vertices in the graph 
and counting the frequency of each edge's occurrence on those paths, thus determining edge 
centrality. Edges with high centrality are critical to the structure of the graph and are removed until 
individual communities are discovered. A new algorithm, described in [11], combines the Girvan-
Newman method with random walks, improving the process of partitioning a graph into 
communities. A modification of the Girvan-Newman method that optimizes edge removal to increase 
both speed and accuracy of community detection is presented in [12, 13]. Research [14] analyzes 
changes in the structure of social networks and their impact on well-known community detection 
algorithms, proposing an approach that takes into account the dynamic evolution of networks. 

Louvain's method consists in finding a partition that maximizes the modularity of the network. 
In the context of this method, modularity is a metric for evaluating community detection in graphs, 
measuring the extent to which a graph can be divided into subgraphs with dense connections. A 
community detection algorithm that combines Louvain's method with modified random walks is 
described in [15]. C. Xia and Y. Yang proposed an improved version of Louvain's method [16], while 
J. Zhou and X. Wang adapted Louvain's method for dynamic social networks, enabling better 
tracking of changes within communities [17]. A review discussing various approaches to applying 
Louvain's method for community detection in social networks and other types of graphs is presented 
in [18]. 
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Community detection in social graphs helps identify groups of users that actively interact with 
each other. One of the most well-known algorithms for finding all maximal cliques in undirected 
graphs is the Bron-Kerbosch algorithm, which operates recursively by selecting three sets: the 
current set of cliques, the candidate set, and the set of excluded vertices. In [19], M. Khoshraftar and 
M. Zarei introduced a hybrid genetic algorithm that integrates genetic methods with traditional 
approaches. H. Zhang, J.Wang and Y. Liu proposed a new clique detection algorithm based on vertex 
centrality, accounting for the significance of nodes [20]. In [21], the authors developed a fast and 
efficient method for detecting maximal cliques in large social networks, utilizing graph partitioning 
and parallelism to accelerate computations. An improved algorithm for community detection 
through clique expansion, which reveals robust structures with high accuracy, is described in [22]. 
S. Tawakoli and R. Farahani introduced a new method for finding k-cliques based on random walks 
[23]. A review of the latest advancements in community detection using deep learning techniques is 
provided in [24]. 

An important set of tools for social network analysis are graph decomposition methods into trees. 
These are used to represent and manage the structures of social networks [24, 25]. Although the 
study in [25] dates back to 1988, its contribution to the field of graph decompositions into trees 
remains significant for modern tasks, taking into account social network analysis. 

The literature review showed that there are many diverse approaches to community detection in 
social networks. Researchers seek to develop methods that can quickly process graphs with large 
order and size, and improve existing algorithms to reduce execution time, decrease memory 
consumption, or enhance accuracy. To do this, they adapt well-known algorithms by adding new 
techniques or modifying approaches to make them work better in real-world conditions. Thus, most 
research is focused on making community detection algorithms as fast and efficient as possible, 
which is crucial for working with large and complex graphs typical of social networks. However, 
such a focus can sometimes distract from a deeper analysis of the structure of communities and the 
connections between its objects. 

3. Formulation of the problem 

Graph 𝐺 = (𝑉, 𝐸), which is often called social, will serve as a mathematical model of social network. 
Each person from the network will be matched with a vertex of the graph, and an edge between two 
vertices will represent the connection between corresponding people. We consider only symmetrical 
connections, thus, the direction of the connection between two objects of the structure is not 
important. Therefore, 𝐺 = (𝑉, 𝐸) is a finite undirected graph without loops and multiple edges with 
a set of vertices 𝑉 and a set of edges 𝐸. Under the order of the graph 𝐺  we understand the number 
of elements of a set 𝑉, and under its size is the number of elements of the set 𝐸. 

Groups of closely connected people are typically modeled by subgraphs of the given graph, such 
as a clique, 𝑘-clique (or 𝑘-distance clique), 𝑘-clan, 𝑘-club. 

A graph 𝐺′ is called a subgraph of the graph 𝐺, if 𝑉( 𝐺′)𝑉(𝐺) and 𝐸( 𝐺′)𝐸(𝐺). If  
𝑉( 𝐺′) = 𝑉(𝐺), then 𝐺′ is a spanning subgraph or a factor of the graph 𝐺. For any subset 𝑆𝑉(𝐺) of 
the vertex set of the graph 𝐺 = (𝑉, 𝐸), the maximal subgraph of graph 𝐺 with vertex set 𝑆 is called 
the induced subgraph and is denoted 𝐺(𝑆). Every two vertices in 𝑆 are adjacent in 𝐺(𝑆) if and only if 
they are adjacent in 𝐺. A complete graph 𝐾𝑛 is a graph of order 𝑛 in which there is an edge between 
each pair of vertices. A subset 𝐵⊆𝑉(𝐺) is called a clique if the subgraph 𝐺(𝐵) induced by it is complete. 
The graph 𝐺(𝐵) is also referred to as a clique. A clique of a graph that is not contained in a larger 
clique called a maximal clique. 

A walk in a graph is formed by a sequence of alternating vertices 𝑣1, … , 𝑣𝑛   along with edges 
𝑣𝑖𝑣𝑖+1 ∈ 𝐸, where 𝑖 𝑛 1. It starts and ends at a vertex. In a connected graph, there exists a 
walk between any pair of vertices. The number of edges in a walk is called its length. This walk is 
called a path (or a (𝑣1 − 𝑣𝑛)-path), if all its edges are distinct. If all 𝑛 the vertices of a path are distinct, 
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it is commonly referred to as a simple path and denoted by 𝑃𝑛, thus 𝑉(𝑃𝑛) = {𝑥1, 𝑥2, … 𝑥𝑛} and 
𝐸(𝑃𝑛) = {(𝑥𝑖, 𝑥𝑖+1): 𝑖 = 1, 2,… , 𝑛 − 1}. The distance between two vertices in a connected graph is 
defined as the length of the shortest simple path connecting them. The diameter of a graph is the 
largest distance between any two vertices. More detailed terminology from graph theory, used in 
this article, is presented in [26, 27]. 

Let 𝐺 be a connected graph with a diameter greater than 𝑘. A 𝑘-clique of the graph 𝐺 is its 
subgraph 𝐻 = (𝑉′, 𝐸′), induced by the set of vertices 𝑉′𝑉, the distance between which in 𝐺 less 
than or equal to 𝑘. Thus, for a social network 𝑘-clique describes a group of people in which two 
individuals may be connected through acquaintances from this group whom they do not know. 

The following theorem makes it possible to calculate the number of routes of a certain length 
between each pair of vertices. 

Theorem 1 [27]. Let 𝐴 = 𝐴(𝐺) be the adjacency matrix of a simple graph 𝐺 = (𝑉,  𝐸) and  
𝐴𝑘 = (𝑎𝑖𝑗

(𝑘)
), where 𝑘 ≥ 1, 𝑘 ∈ 𝑁. Then the number of path 𝑁𝑘(𝑖, 𝑗) of length 𝑘, starting at the vertex 

𝑥𝑖 ∈ 𝑉 and ending at the vertex 𝑥𝑗 ∈ 𝑉, is equal to 𝑎𝑖𝑗
(𝑘), i.e 𝑁𝑘(𝑖, 𝑗) = 𝑎𝑖𝑗

(𝑘). 
If a connected graph 𝐺 has 𝑛 vertices, then its 𝑛 eigenvalues 1,2, … ,𝑛 are real and 

1 ≥ 2 ≥ ⋯ ≥ 𝑛. According to the Frobenius-Perron theorem 1 > 0 and algebraic multiple 1 
equals one. Recall that by the index 𝐺  of graph 𝐺 we mean its maximum eigenvalue. Thus, 𝐺 = 1. 

Let us give some concepts from the theory of decomposition and graph labeling. The (𝐺,  𝑄)-
decomposition of a graph 𝐺 into the graphs from the set 𝑄 = {𝑄1, 𝑄2, … , 𝑄𝑛} we refers to the 
partitioning of the edge set 𝐺 into such subsets that the subgraphs generated by them (the 
components of decomposition) do not intersect in terms of edges and each of them is isomorphic to 
one of the elements of the set 𝑄. The total number of components in the decomposition is called the 
size (or rank) of the decomposition. If all components of the decomposition are isomorphic to a tree 
𝑇 and 𝐺 is a complete graph 𝐾𝑛, then we will get (𝐾𝑛, 𝑇)-decomposition, which is called 𝑇-
factorization 𝐾𝑛where 𝑇 is spanning subgraph of 𝐾𝑛. The first labelings were proposed by A. Rosa 
in his work "On Certain Valuations of the Vertices of Graphs" in 1967 as a tool for decomposing a 
complete graph into isomorphic subgraphs. Significant results have been achieved using these 
labelings in solving problems related to the existence, construction, and enumeration of graph 
decompositions. 

A labeling of the graph 𝐺 = (𝑉, 𝐸) of order 𝑝 and size 𝑞 is injective mapping 𝑓 from the set 𝑉 
into the set of numbers 𝑆 = {0, 1, 2, … , 2𝑞}. The length 𝑑(𝑥𝑖, 𝑥𝑗) of the edge (𝑥𝑖 , 𝑥𝑗), where 𝑖 ≠ 𝑗, 
𝑖, 𝑗 ∈ { 1, 2, … , 𝑝}, is defined as 𝑑(𝑖,  𝑗) = min(|𝑓(𝑥𝑖)−𝑓(𝑥𝑗)|,  2𝑞 + 1−𝑓(𝑥𝑖)−𝑓(𝑥𝑗)|). If the set of all 
lengths of the 𝑞 of edges consists of numbers 1, 2, … , 𝑞 and 𝑆{0, 1, 2, … , 2𝑞}, then 𝑓 is 𝜌-labeling, 
if 𝑆{0, 1, 2, … , 𝑞}, then 𝑓 is called graceful labeling. Every graceful labeling is also a graph with 𝜌-
labeling.  

In theorem 2 necessary and sufficient conditions for the existence of a cyclic decomposition of a 
graph into symmetric subgraphs are presented. 

2 [9]. Let 𝐺 is a symmetric graph of order 2𝑞 − 1. Then cyclic (𝐾2𝑞 , 𝐺)-decomposition 
exists if and only if the graph 𝐺 allows 𝜌-labeling. 

A tree is called symmetric if there is an automorphism 𝜑 and a edge 𝑥𝑦 so that 𝜑(𝑥) = 𝑦 and 
𝜑(𝑦) = 𝑥. 

If a tree 𝑇 of order 𝑞 has a graceful labeling, then there is a cyclic (𝐾2𝑞−1, 𝑇)-decomposition. 
Let's consider the following problem: based on data from a social network, perform a search for 

the maximum k-cliques and cliques in the graph, which serves as a mathematical model of this 
network, and construct optimal, stable, and redundancy-free connections between agents within the 
clique. The resulting mathematical framework can be integrated into existing clustering algorithms 
and adapted for tasks related to social network analysis. 
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4. Detection of cliques and trees in a social network 

Let 𝐺 = (𝑉,  𝐸) be the graph of order 𝑛 with the adjacency matrix 𝐴. Consider a graph 𝐺(𝑘) =
(𝑉, 𝐸(𝑘)) in which any two vertices 𝑢 and  𝑣 are adjacent only if 𝑑𝐺(𝑢, 𝑣) ≤ 𝑘, where 𝑉 = 𝑉(𝐺), 
𝑑𝐺(𝑢, 𝑣) is the distance between vertices 𝑢 and  𝑣 of the graph 𝐺. 

According to the theorem 1, every matrix element 𝐴𝑘 = (𝑎𝑖𝑗
(𝑘)
) is equal to the number of length 

routes 𝑘 between the corresponding vertices of the graph. Let us set the matrix 𝐵 = (𝑏𝑖𝑗) as follows: 

• find the matrix 

𝐴∗(𝐺(𝑘)) = 𝐴 + 𝐴2 + 𝐴3 +⋯+ 𝐴𝑘 , (1) 

where 𝐴∗ = (𝑎𝑖𝑗∗ ), 𝑖, 𝑗 = 1, 2, … , 𝑛; 
• 𝑎𝑖𝑗

∗ ≠ 0 and 𝑖 ≠ 𝑗 then put 𝑏𝑖𝑗 = 1, otherwise 𝑏𝑖𝑗 = 0; 
• b) if 𝑖 = 𝑗, then put  𝑏𝑖𝑖∗ = 0. 

Matrix 𝐵 = (𝑏𝑖𝑗), where 𝑖, 𝑗 = 1, 2, … , 𝑛 has the order 𝑛 × 𝑛. 
As a result we get a matrix 𝐵 = (𝑏𝑖𝑗). 
Theorem 3. Let 𝐴 is adjacency matrix of the graph 𝐺 = (𝑉,  𝐸), matrix  𝐵 = (𝑏𝑖𝑗), where 𝑖, 𝑗 =

1, 2, … , 𝑛 is the adjacency matrix of the graph 𝐺(𝑘) for any 𝑘 ∈ 𝑁. 
Proof. For 𝑘 = 1 the statement of Theorem 3 is true. If 𝑘 = 2, then the elements of the matrix 

𝐴2 are numbers equal to the number of routes of the length 2 in the graph 𝐺 that begin at the vertice 
𝑥𝑖 ∈ 𝑉(𝐺) and end at the vertice 𝑥𝑗 ∈ 𝑉(𝐺). Elements of the matrix 𝐴∗(𝐺(2)) = 𝐴 + 𝐴2 according 
to theorem 1 and formula (1), will be in the form 𝑎𝑖𝑗∗ = 𝑎𝑖𝑗 + 𝑎𝑖𝑗

(2). Thus, 𝑎𝑖𝑗∗ ≠ 0 with 𝑖 ≠ 𝑗, if 
(𝑥𝑖, 𝑥𝑗) ∈ 𝐸(𝐺) or/and distance between the vertices 𝑥𝑖 and 𝑥𝑗 equal 2. Then 𝑏𝑖𝑗 = 1, if vertices 𝑥𝑖 
and 𝑥𝑗 are adjacent to 𝐺(2). Thus, 𝐵 = 𝐵(𝐺(2)) is an adjacent matrix of the graph 𝐺(2). By 
continuing such steps, we can conclude, then 𝐵 = 𝐵(𝐺(𝑘)) is an adjacency matrix of the graph 𝐺(𝑘) 
for any 𝑘 ∈ 𝑁. ∎ 

According to the theorem 3, 𝑘-clique 𝐻 of the graph 𝐺 is the set of vertices that generate a clique 
in 𝐺(𝑘). There can be several cliques, we will consider only the maximum. Under the maximum 𝑘-
clique we understand 𝑘-clique, which has the highest order. The task of constructing a maximum 𝑘- 
clique of a graph 𝐺 is reduced to the task of constructing the maximum clique of a graph 𝐺(𝑘).  

Remind you that a submatrix of any matrix is a rectangular array located in the selected rows and 
columns of the matrix [14]. 

Consequence 1. Let 𝐺 be a graph and there exists such a square matrix 𝑀 of order 𝑘 for which 
the following conditions are met: 

• 𝑀 is a submatrix of the matrix 𝐴(𝐺); 
• each element of the matrix 𝑀𝑘 equals to the number of routes of length  𝑘 between the 

corresponding vertices of a graph 𝐺; 
• in the graph 𝐺 there are no vertices except those included in the matrix 𝑀, between which 

the walk has a length 𝑘. 

Then 𝑀 generates maximum 𝑘-clique in 𝐺. 
Consequence 2. If the graph 𝐻 of order 𝑛 is 𝑘-clique of the graph 𝐺, then 𝐵(𝐻(𝑘)) is an 

adjacency clique matrix of order 𝑛 of the graph 𝐺(𝑘). 
The proof of consequences 1 and 2 follow directly from theorem 3. 
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It follows from Consequence 2 that every is maximal 𝑘-clique of the graph 𝐺 generates the 
maximum clique of the graph 𝐺(𝑘).  

When studying a social graph 𝐺 and its clusters, it is important to have an idea of how sparsed is 
this graph, as well as its subgraphs. The possibility of expanding it, introducing new agents and 
establishing their connections with other agents. This can be found out using some spectral 
characteristics of the graph. For example, the dynamic average 𝑑(𝐺) = lim

𝑚→∞
√𝑁𝑚
𝑚 , where 𝑁𝑚 is a 

number of walk of length 𝑚 in 𝐺 gives an idea of the graph density [28]. According to the 
Tsvetkovich's theorem [27] we get 𝑑(𝐺) = 1 at same time √∆≤ 1 ≤ ∆, where 𝐺  is an index of 𝐺, 
∆ is a maximum degree of 𝐺. 

To illustrate the obtained results, consider a section of a social network, the mathematical model 
of which is a graph 𝐺 = (𝑉,  𝐸) of order 7 and diameter 3 (fig.1). Let 𝐴 is its adjacency matrix. In 𝐺 
there are two maximum 2- cliques, one of them is generated by vertices from the set {1, 2, 3,4, 7}, 
and the second is from the set {3, 4, 5, 6, 7}. 

Figure 1: Graph 𝐺 = (𝑉,  𝐸), that serves as a model of a social network 
 
Let's find the adjacency matrix 𝐵 of the graph 𝐺(2) = (𝑉,  𝐸(2)), according to the method 

described above: 
 

𝐴∗(𝐺(2)) = 𝐴 + 𝐴2 =
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Sets of vertices {1, 2, 3,4, 7} and {3, 4, 5, 6, 7} in the graph 𝐺(2) generate subgraphs, each of which 

is isomorphic to the complete graph 𝐾5, that is, these subgraphs are maximal cliques in 𝐺(2). For 
each of the graphs, we will determine the dynamic average 𝑑(𝐺) ≈ 2,7;   𝑑(𝐺(2)) = 5. This shows 
a substantial increase in density 𝐺(2) in comparison with 𝐺. 

Sufficient network means a network for which there is such an equilibrium in which all agents 
accept or are ready to participate in a collective action, regardless of their position [28, 29]. Sufficient 
networks are called minimal if there are no redundant communication links. Cliques form local 
sufficient networks in the global network. A mathematical model of a minimal network is a spanning 
tree of clique. It is important that communication between agents does not disappear, so it is better 
to have options for transition from one trunk tree to others, if they exist. Let's formulate the problem 
of finding a set of minimal structures of communication between agents, which provides the 
necessary properties of a sufficient social network in terms of graph theory: perform a spanning tree 
search in a click, in other words to construct a 𝑇-factorization of 𝐾𝑛, that is, a (𝐾𝑛, 𝑇)-decomposition. 
Among the methods of constructing such a decomposition, we can distinguish cyclic and semi-rotary 
ones. 
 (𝐾𝑛, 𝑇)-decomposition is cyclic, if all its components are obtained from the same base (or several 

. The specified 

1                 3                           4 

2                7                          6 

5 
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cyclic substitution is called the generator of the decomposition, and its degrees are automorphisms 
of (𝐾𝑛, 𝑇)-decomposition. Each basic component of cyclic (𝐾𝑛, 𝑇)-decomposition under the 
influence of powers of substitution 𝛼 generates an orbit, and two different orbits do not intersect. 

A semisymmetrical tree is a tree, which contains a central edge and after its removal, two 
isomorphic connectivity components are obtained, which are trees. An automorphism for such a tree 
with a central edge 𝑥𝑦 exists 𝜑, then 𝜑(𝑥) = 𝑦 and 𝜑(𝑦) = 𝑥. Therefore, it belongs to the class of 
symmetric trees in terms [9, 29]. Semirotary (𝐾𝑛 , 𝑇)-decomposition is also obtained using the action 
of cyclic substitution 𝛼 on the tree 𝑇, but 𝑇 should be the right tree. Let's describe the scheme of 
building a semi-rotary (𝐾𝑛, 𝑇)- decomposition, where 𝑇 is a tree of order 𝑛 − 1, 𝑛 = 2𝑘, 𝑘 is an 
integer number. 

1. Consider a circle divided by 𝑛 = 2𝑘 points on equal parts (elementary arcs), let us match the 
numbers to the points 0, 1, 2, … , 𝑛 − 1. These points represent the vertices of the complete 
graph 𝐾𝑛. 

2. Determine the length of the edge (i, j) as a number 𝑑(𝑖,  𝑗) = min(|𝑖−𝑗|,  𝑛−𝑖−𝑗|), where 𝑖 ≠
𝑗, 𝑖, 𝑗 ∈ {0, 1, 2, … , 𝑛 − 1}. 

3. We place the vertices of the semisymmetric tree at the dividing points so that the edges of 
the tree are represented by the chords of a circle and for each admissible chord length exactly 
two non-centered edges have this length. Such a tree is a right tree. 

4. For each edge (𝑖, 𝑗), where 𝑖 ≠ 𝑗, 𝑖, 𝑗 ∈ {0, 1, 2, … , 𝑛 − 1} there is an edge symmetrical to it 
(𝑖 + 𝑘, 𝑗 + 𝑘) relative to the center of the circle, the addition is performed by mod𝑛.  

5. Tree family 𝑇, 𝑇𝛼,… , 𝑇𝛼𝑘−1 represents (𝐾𝑛, 𝑇)-decomposition, which is called semirotating 
𝑇-factorization of 𝐾𝑛. 

A semirotating (𝐾𝑛 , 𝑇)-decomposition has a nontrivial group of automorphisms, since this group, 
in addition to the cyclic substitution, includes the substitution that transforms every vertex 𝐾𝑛 into 
a symmetric one about the center of the circle. 

Problems of constructing cyclic and semirotating (𝐾𝑛, 𝑇)-decomposition come to the tasks of 
constructing the appropriate tree labeling of 𝑇. For a cyclic schedule, the tree 𝑇 have to be graceful. 
According to the theorem 2, a cyclic disposition exists if 𝑇 allows 𝜌-labeling and 𝑛 is an even number. 

Consider a semisymmetric tree 𝑇 of order 2𝑘 consisting of two symmetric parts 𝑇(1) and 𝑇(2), 
connected by an edge (𝑥, 𝑦), where 𝑥 ∈ 𝑉(𝑇(1)), 𝑦 ∈ 𝑉(𝑇(2)). Let us say that for 𝑇(1) there is a 
graceful labeling 𝑓, that 𝑓(𝑥) = 𝑘 − 1. We adapt the method of building graceful labeling proposed 
in [30], into tree 𝑇: 

1. Consider a tree 𝑇(1) as a bipartite graph, to do this, we partition the set of its vertices into 
two subsets A, B as the following: 

• find the distance 𝑑(𝑥, 𝑣𝑖)from the vertex 𝑥 to all other vertices 𝑣𝑖 of the tree 𝑇(1); 
• if 𝑑(𝑥, 𝑣𝑖) equals zero or an even number, then 𝑣𝑖 ∈ 𝐴, otherwise 𝑣𝑖 ∈ 𝐵; 
2. For the labels of tree vertices T, we use the labeling , which is determined from the formulas: 
 

𝜑(𝑣𝑖
𝑠) = {

𝑠 ∙ 𝑘 − 1 − 𝑓(𝑣𝑖),                   𝑣𝑖 ∈ 𝐴,

(3 − 𝑠) ∙ 𝑘 − 1 − 𝑓(𝑣𝑖), 𝑣𝑖 ∈ 𝐵,
 

(2) 

  
𝜑(𝑥) = 0,     𝜑(𝑦) = 𝑘, 𝑤ℎ𝑒𝑟𝑒 𝑠 = 1; 2. (3) 

 
3.  is the graceful labeling of the tree 𝑇 [16]. 

 
Problems of construction of cyclic and semi-rotary (𝐾𝑛, 𝑇)-decomposition are reduced to the 

problems of the existence of the corresponding tree labeling 𝑇. For the cyclic schedule, the tree 𝑇 has 
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to be graceful. According to the theorem 2, semi-rotary 𝑇- factorization of 𝐾𝑛 exists if a symmetric 
tree 𝑇 allows 𝜌-labeling and 𝑛 is even. 

Theorem 4. Let the tree 𝑇of order 2𝑘, consisting of two symmetrical parts 𝑇(1)and 𝑇(2), 
connected by an edge (𝑥, 𝑦), where 𝑥 ∈ 𝑉(𝑇(1)), 𝑦 ∈ 𝑉(𝑇(2)). Then semi-rotary 𝑇-factorization of 
𝐾𝑛 exists if and only if the symmetric part 𝑇(1) (or 𝑇(2)) has a graceful labeling. 

Proof. Semi-rotary construction method 𝑇-factorization of 𝐾𝑛 is based on the cyclic method of 
decomposition of the complete graph. Let's assume that the part is symmetrical, let's denote it 𝑇(1), 
the tree 𝑇 of order 2𝑘 has a graceful labeling, and therefore 𝜌-labeling. Let's go to 𝑇(1) cyclic 
substitution 𝛼. We will get a family of trees 𝑇(1), 𝑇(1)𝛼,… , 𝑇(1)𝛼2𝑘. The sets of their edges do not 
intersect in pairs and do not cover only on the circle 𝑘 chord of length 𝑘. We will cover these chords 
with ribs connecting symmetrical parts of the tree 𝑇. We will get a semi-rotary 𝑇-factorization of 
𝐾𝑛, in which each component is a tree 𝑇 and the isomorphic halves of the tree 𝑇 symmetrical about 
the corresponding chord length 𝑘. 

Let's assume that there is a semi-rotating 𝑇-factorization of 𝐾𝑛. Since 𝑇 is a factor of 𝐾𝑛, then 
the basic component of the expansion contains a symmetric part 𝑇(1) is located on a circle so that 
the labels of its vertices are the numbers from 0 to (𝑛 − 2)/2 while the lengths of the edges are the 
numbers from 1 to (𝑛 − 2)/2. This shows that the specified markup is a graceful labeling of 𝑇(1). 
The theorem has been proved. 

Let us show by example how to implement communication support between 12 agents of the 
network in its graph model based on the method of constructing a semi-rotary (𝐾12, 𝑇)-
decomposition. As 𝑇 consider a semi-symmetric tree of order 12. Every component of it is a graceful 
tree (fig. 2 a). Graceful labeling of 𝑇 we will find in accordance with the formulas (2), (3) (fig 2 b). 
Since 𝑇 is graceful, it exists (𝐾12, 𝑇)-decomposition. Let's make the correct entry of the tree 𝑇 in a 
circle (fig. 2 c). Under the influence of powers of cyclic substitution 𝛼, we will get a family of trees 
𝑇, 𝑇𝛼,… , 𝑇𝛼5, which is (𝐾12, 𝑇)-decomposition. Each of these trees implements non-redundant 
communication between agents, while all agents take part in information dissemination. Therefore, 
in case of obstacles, it is not difficult to establish a connection. 

5. Discussion of results and conclusions 

We considered two approaches to social network research. The first consists in identifying structures 
with connections of a certain type in the network and further improving these structures depending 
on the task at hand. If the network contains 𝑘-cliques, it is important to select among them those 
with the maximum number of vertices. This makes it possible to expand the network by introducing 
additional connections without changing the number of agents. We proposed a method for finding 
such k-cliques, leading to the discovery of the maximum cliques in the network. 

 

Figure 2: a) Graceful labeling of one of the components of a semisymmetrical tree 𝑇; 

a)                                              b)                                                         c) 
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b) A semi-symmetrical tree 𝑇 and its graceful labeling; 
c) Correct fitting of the tree 𝑇 in a circle. 

The second approach is aimed at optimizing the process of information transfer between 
 agents. It is based on methods of the theory of graph decomposition and labeling. The 

minimal social networks built by cyclic and semi- rotating methods, isomorphic to the same tree-like 
structure, form a set of network graphs with the same diameter and the same maximum degree. In 
addition, no two minimal networks have any edges in common, so damage to one network does not 
affect any other factor in the resulting population. 

The mathematical framework presented in this work can be integrated into existing algorithms 
for social network analysis. For instance, the research findings can be adapted to improve clustering 
algorithms, recommendation systems, and other applications requiring user interaction analysis. 

Declaration on Generative AI 

The authors have not employed any Generative AI tools. 
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