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Abstract 
In this work, we propose to investigate such a topic as trustworthiness in large language models in 
particular, in tasks of knowledge mining. As a part of experimental research, we conducted anonymous 
study of big data models, whereas analyzed how the size of the context, model memory and number of 
interactions affect trust estimated value in some quality assessment indicator value. The trust estimate 
was formed based on the assessment of the quality of the answers given by the models, related to the 
questions given, using an estimate value, on a scale from 1 to 5, which shows complacency and 
conciseness of the model answers. As part of the experiments, 11 large language models, with the number 
of parameters ranging from 1.5 to 13 billion, were studied. For the quality assessment on the task of 
knowledge mining, the questions were formed on such area, as trustworthiness, using standardized 
definitions of trust categories from the ISO/IEC TR 24028 standard. In this task, during the experiments, 
we noticed that each interaction is crucial for trust assessments, because the estimated value of trust 
either remained the same, increased or decreased. As a result, this showed the complex nature of 
interactions and a wider range of values of trust in artificial intelligence (AI). We inferred from the 
experiments that the value of trust is very likely dependent on the previous context and memory of 
interactions. Thus, the effects of trust reinforcement had shown themselves on nearly all large language 
models tested in the experiments, whereas the best results were obtained by language models with exact 4 
and 8 billion parameters. The study was also covering aspects of model perforance and its efficiency based 
on language encoding. As a result of the experiments, we suggested a number of requirements for 
personal, as well as public AI systems given the case study example. 
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1. Introduction 

Recently, with the rapid development of machine intelligence algorithms such as Large Language 
Models (LLMs) [1], as well as greater market availability, in particular in area of parallel computing 
tools, it has been possible to deploy large machine intelligence models on local machines as 
personal artificial intelligence elements. Opposed to commonly known commercial platforms such 
as Google Cloud, Amazon AWS, Microsoft Azure or, conditionally free like Hugging Face, one can 
run a personal AI. This has raised an interest for the developers to make use of AI models that can 
be run on personal computers locally as personal artificial intelligence for natural language 
processing, recognition and synthesis [2,3]. The presence of full control over the process of the 
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language model allows, firstly, increasing the transparency of the process both from the point of 
view of reliability (algorithmic) and from the point of view of data security, without the risks of 
transferring sensitive data to third parties or companies. 

Currently, there are numerous tools for both language models training, post-training and model 
deployment, which can range from libraries, command line utilities up to more complex 
applications such as GPT4All or Nvidia ChatRTX [4]. However, further deployment of the models 
was limited due to limits of consumer grade hardware [5], and inability to use of high machine 
precision (like FP16 or FP32), so the developers experimented with memory optimizations - with 
less precision, trimming weights, creating reduced versions, for instance fp8 GGUF, Q_4, bf16 nf4 
(mixed precision FP16) [6,7]. Such optimizations of the models, in fact, led to the appearance of a 
separate class of models - small language models, which show the greatest interest for this study 
[8,9]. It is worth noting that reducing the size of the language model has its drawbacks, since the 
number of parameters of the language model as well as its numerical precision directly affects the 
accuracy of the model and its ability to predict flow of the dialog, the amount of short-term 
memory, attention, and the ability to retain context. 

These limitations pointed to one critical aspect in the testing and evaluation of artificial 
intelligence models [10]. While, with increase in the number of parameters in classical methods, it 
is possible to assess how this change will affect the accuracy of the answer, contrary to this, in the 
evaluation of the performance of language models, a large role is played by the subjective factor. 
Hence, when evaluating the model in terms of answers, the main role is played by the competence 
of the user and his or her ability to ask clearly formulated questions in order to receive the same 
clear and specific answers [11,12]. The accuracy value itself is a very subjective assessment which 
is difficult to formalize. In order to evaluate the performance of large language models, it is 
necessary to involve experts who evaluate model responses based on pairwise comparisons of one 
language model with others, or utilize user surveys that show evaluation of model performance 
based on satisfaction with answers [13]. 

One should note, that such approaches have their advantages, however the presence of a person 
in the evaluation process introduces its own subjective factor (human in the loop), which makes 
one to ask about the feasibility of such evaluations, as well as their trustworthiness based on 
selection criterion [14]. In our opinion, a proven way is to assess the trustworthiness of human-
machine interaction (human-AI in this case), using a widely accepted industry standard, ISO/IEC 
TR 24028 [15]. 

This standard is aimed to formalize the concept of trust in AI systems as well as the ability of AI 
to provide clear and understandable answers that match the user's expectations, understanding and 
priorities. Within the ISO/IEC TR 24028 standard, the concept of trustworthiness in AI systems is 
formalized in the form of a mathematical apparatus based on set theory [16], an algebra of 
concepts, that use ontologies to clearly define trustworthiness categories. This made possible to 
obtain a clear and understandable set of tools and methods for assessment of trustworthiness in 
artificial intelligence. 

For a clear understanding of the requirements for trust in AI systems [17], the standard 
describes a number of requirements that can also be applied to large language models (LLM). 
However, in the standard, as a drawback, not enough attention paid to ability of LLMs to behave 
independently, with certain effects of reinforcing or amplification of the interaction over time [18], 
in contrast to systems that have time-fixed trustworthiness. It is of a great importance to take into 
account this indicator, as well as other indicators, such as accuracy, stability, reliability 
(algorithmic) [19]. This creates a number of questions when evaluating LLMs, we decided to ask 
prior to formulating tasks of the study: 

• Can AI be trusted if it gives correct but not complete answers? 
•  Does training sample size, number of network parameters, or other constraints (e.g., speed, 

memory, short-term memory size, context size) affect confidence in the model? 
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•  Is trust in AI in the case of LLM a static value or is it variable over time? 

It is clear that the difference between systems that do not have short-term memory and 
attention mechanism, and ones that have it, is quite noticeable when one does practical assessment 
of their performance [20]. Though, questions may arise in comparing models with different degrees 
of attention. For example, in AI systems that have no attention mechanism and short-term memory 
as LLMs have, the errors and their affect on accuracy and trustworthiness can be expressed 
numerically within given dataset and being valid for this set on small and large data after 
numerous experiments [21]. In the case of LLMs, there is an effect of uncertainty and ambiguity. 
This happens because in LLMs each subsequent interaction is attended to a number of previous 
interactions, which is limited by the ability to retain context and the amount of connectivity of 
weights (for example, using the mechanism of self-attention) [22]. The presence of spatio-temporal 
dynamics of trustworthiness implemented as dependency on both the number of interactions and 
their type, expressed by a certain textual or numerical vector or matrix, creates potential trust-
reinforcing effects, when with an increase in the number of interactions, the amount of trust 
increases or decreases over time, impacting the overall confidence and trustworthiness of the 
studied model. Because of that, one may require a set of mechanisms to evaluating the self-
reinforcing effects of trust over time [23]. 

In this work, we propose to study the aspects of trustworthiness in AI in human-machine 
interaction using an example of a sequential dialogue of a LLM and a user. We propose to assess 
the problem of dynamic trustworthiness of LLMs by fulfilling the following tasks: 

• to propose an estimate the self-reinforcing effects in trust in AI systems,  
• to conduct practical study the qualitative and quantitative interactions which may or may 

have influenced on the amount of trust over time,  
• to define influence of model limitations on its theoretical accuracy and trust, the scope of 

interaction and its impact on trust as a result. 

This, in turn will allow one to determine trust in AI and allows it to be analyzed and researched. 
Using case study on small data sets, as well as personal interaction of users with AI, will allow one 
to determine how the volume of training data and the number of parameters affect the behavior of 
small and medium-sized LLMs. For this purpose, in the following sections of this work, we 
proposed to solve the proposed problems by conducting experimental research of AI systems on 
the example of the problem of knowledge mining and to assess estimated values of confidence in 
AI during these experiments. The practical recommendations for trust evaluation based on user 
satisfaction for the practical evaluation of the model would be developed, as well as the proposals 
from the ISO/IEC TR 24028 standard would be utilized. 

2. Experimental Study of Large Language Models 

In experimental studies, we proposed to investigate the accuracy and quality of the response of 
various small LLMs by asking clearly formulated questions related to the topic of trustworthiness. 
This will make it possible, firstly, to fundamentally assess the abilities of AI to understand 
trustworthiness, and secondly, to use the ISO / IEC standard TR 24028 not only for the 
development of the assessment methodology, but also for determining the completeness of the 
answers to the compliance of the standard and its definitions. Also, as part of the experiments, we 
proposed to investigate how trust changes in LLM with the number of interactions, to build graphs 
of the dependence of trust on the number of interactions, with special attention to dependencies 
and trends, disturbances and fluctuations of trust and the general resistance of LLM to fluctuations 
in input data (for example, the length of the text, its content, expected user response, etc.). By 
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analyzing these factors, we will be able to better understand how trust is reinforced during long-
term interaction. 

As part of the experiments, each of the tested models was asked a number of clear and 
understandable questions on the subject of trustworthiness in AI. Answers were rated on a scale 
from 1 to 5, where 1 was incomplete and unclear (irrelevant) answers, and 5 was well-structured 
answers that contained a combination of ideas, original definitions with interpretations of 
generally accepted definitions, and retained memory (context) of the conversation to predict 
questions and type of answers that the user expects to receive. To reinforce this, feedback was 
introduced into each question, which contained the user's assessment and satisfaction with the 
answer, in order to reinforce useful actions of the LLM. 

Nvidia-based LLM deployment environment Chat RTX and LLM checkpoints downloaded from 
the official repositories of LLM developers. The Nvidia video accelerator was used to defragment 
LLM RTX 4060 Ti on a Windows 11 computer with a total memory of 32 GB (system memory and 
video accelerator memory was used for deployment). 

In order to reduce the influence of bias towards LLM, an anonymous study of models was 
conducted, which included uploading to the Chat RTX system model files (checkpoints) that 
contained only the number of parameters and the serial number of the model, without specifying 
the architecture and developer of the model in the name. 

The experiment will be conducted in 2 stages: 

• At the 1st stage, the effects of trust reinforcement in models with 1.5-4 billion parameters 
(small LLMs) would be investigated. 

• Similarly, at the 2nd stage, these effects would be studied in more detail in models with 7-13 
billion parameters (medium-sized LLMs). 

• As an additional stage, an experimental study would be conducted to test language 
encoding density in 7-9 billion parameter monolingual models. 

This approach would made possible to focus on the effects that occurred at the micro level, to 
determine their types and features, while at the 2nd stage, effects at the macro level were studied, 
when not only quantitative changes occurred (improvement of trust from the number of 
interactions), but also qualitative ones (the system could anticipate the user's questions and adapt 
to his requirements and the format of the answers). This made possible to determine the effect of 
model size on response quality, context retention, and confidence build up over time. 

2.1. Stage 1 of the study: testing small LLMs 

To conduct the research, an assessment was made about increase or decline of trust over time. For 
instance, each answer, regardless of its quality, was given 5 percentage points (absolute) relative to 
the previous answer, so it increased by adding 5 points when trust increased, and subtracted if 
trust decreased accordingly. All models were given a confidence value of 70 percentage points 
before asking the first question, as a conservative estimate, regardless of their performance to 
reduce the influence of model bias or human factor. Thus, if the model gave an answer better than 
expected (based on a conservative score of 70 points) on 1 step or question, it was given a score of 
75 points right away and similarly on subsequent steps (questions) if the confidence changed in 
one or the other side (positive or negative). 

In the first stage, the smallest model with 1.5 billion parameters was initially tested. Overall, this 
model showed the ability to increase trust over time in the short term, with a sharp decline in trust 
after the 2nd question. In general, the model showed the quality of answers at the level of 1 2 
points, with a peak of 2 points after the first two questions. However, after the 2nd question, the 
quality began to deteriorate, with a steady decline from the initial 70 points to 60. 



47 
 

It was followed by a model with 3 billion parameters, which showed much better response 
quality and relatively high stability (with minor fluctuations in response quality and confidence). 
Overall, the model received approximately 4 points for the best answer, with an average rating of 
2.5 points. The quality of the answers began to decline after question 11, reaching a minimum after 
question 15, which received 2 points per answer. In general, the value of trust reached 80% for a 
short period, with a decrease to 70% (initial value of trust). 

In turn, the 4 billion parameter model consistently scored 4 (lowest 3, high 5) in response 
quality average, with confidence increasing from an initial 70% to 80%, with subsequent swings 
around the 80% average with scores of confidences that did not exceed 85%. In general, this model 
showed a much better understanding of the concept of trustworthiness in AI and was able to 
generate relatively original answers related to the topic of trustworthiness in AI. Compared to the 
previous 2 models, there was a clear trend with increasing confidence (trust) over time, however, 
the presence of trust fluctuations, as well as the inherent uncertainty of the maximum value, 
allowed us to give conservative estimates based on a short set of questions. 

2.2. Stage 2 of the study: testing of medium sized LLMs 

Since the general trends and effects of increasing the trust were clear, in this experiment we 
proposed to focus more on the changes in the number of percentage points of trust with the 
number of interactions (using the example of 22 questions on the topic of trust in AI). If the model 
reached a trust plateau from either the upper or lower bound, no further questions were asked. 
Experiments for the entire question set were conducted separately for models that provided 
meaningful responses throughout the study to all questions. 8 models with the number of 
parameters from 7 to 13 billion were analyzed (including 6 models with 7 billion parameters, 1 of 8 
and 1 of 13, respectively). In order to compare the models, graphs were constructed that contained 
the question number horizontally and the trust value (in percentage points) vertically, respectively. 
The graph (fig. 1) uses the MxPy notation , where x denoted the serial number of the model and y 
denoted the number of parameters. For example, M1P7 is model number 1 from the subspecies of 
models with 7 billion parameters. 

Let's dwell in more detail on the graph (fig. 1) for models with 7-13 billion parameters, and 
models that showed an increase in trust indicators over time: 

• M1P7 model (1st model out of 7 billion parameters) showed reliable indicators of the quality 
of the answer at the level of 4.5 points on average. The quality of the answers was kept at 
this level until at least 15 questions. Trust fluctuations relative to the trend were about 2.5% 
(absolute). The trend was horizontal, with average trust levels at 78%. 

• Model M1P8 (1st model of 8 billion parameters) showed the quality of answers at 5 points 
on average. At the same time, the relationship of trust on the number of answers had a 
clear upward trend, which began at the level of 77.5% and ended at the level of 92.5%. The 
magnitudes of trust swings were minimal at the level of 0.75% (absolute), with a potential 
asymptote at the level of 95%. 

• Model M1P13 (1st model out of 13 billion parameters) showed the results, at the level, 
approximately in the middle, between the model M1P7 and M1P8. The quality of the 
answers ranged between 4.5 and 4.75 points. The general trend was upward (not flat as in 
M1P7, but not as steep in slope as in the M1P8 model), with an asymptote at the level of 82-
84% and trust swings at the level of 1.2% (absolute), which showed an ability to improve 
results over time. 
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Figure 1: Graph of dependence of trust in large language models on the number of interactions. 

The most interesting result was that in all models with each interaction, the effect of interaction 
improvement decreased with each step and the magnitude of this improvement became non-
significant after 21 questions in almost all models, indicating that the effect of interaction 
improvement has certain limitations and cannot happen indefinitely. This indicates that while 
model size is important, it is more critical to obtain trustworthy results in the first steps, which 
anchors the user's trust in the first steps and the trust grows steadily in subsequent steps, allowing 
for predictable results over time. 

2.3. Stage 4 of the study: impact of language encoding effectiveness on the model 
performance in monolingual context 

The third part of the experiment was devoted to the influence of the effectiveness of text encoding 
in large language models on the completeness of their answers. This experiment was based on the 
hypothesis of a potentially more efficient encoding of text [24] in languages with hieroglyphic 
writing, such as Chinese and Japanese, and languages that do not contain vowel sounds in writing 
(for example, Arabic). The essence of the experiment consisted in a detailed analysis of the model's 
answers to questions posed with the help of a machine translator, for which the answers were 
compared with a model that had similar properties, but was English-speaking. These models had 
the following parameters: the Japanese model - 8 billion parameters, the Chinese model - 9 billion 
parameters, the Arabic model - 7 billion parameters, the English model - 8 billion parameters 
(model M1P8 from the previous experiment). The image below (fig. 2) demonstrates part of a dialog 
done in English, having a question and answer, dedicated specifically to ISO/IEC TR 24028 
standard. 

In general, the efficiency of coding showed itself differently both in terms of text density and 
the quality of answers compared to English. To determine the density, the entire dialogue with the 
language model was translated into English, and the coding accuracy was determined as the ratio 
of the number of symbols in the text, written in the given non-English language (without space 
characters) to the number of symbols of this fragment translated into English. The Japanese model 
had a coding density of 54% (about 2 English characters for each Japanese character or symbol), the 
Chinese model had a coding density of about 32% (about 3 English characters for each Chinese 
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character or symbol), the Arabic model had a coding density of about 75% (about 4 English 
characters per each 3 Arabic characters or symbols). 

 
Figure 2: Example of the conversation in English with a 8 billion parameter LLM. 

Let's dwell in more detail on the answers of different models based on the assessment of the 
quality and completeness of the answers translated into English, while the assessment was made 
on the basis that the quality of the answer is at least 4 points on a 5-point scale in order to exclude 
the influence of the translator on the quality of the text. 

Compared to the English model, the Japanese model demonstrated greater quality and 
completeness of responses, which was manifested in more expressive, structured responses, which 
was correspondingly reflected in the initial values of both confidence in the model and its ability to 
preserve the context of the conversation. The quality of the answers reached 5 points on a 5-point 
scale, which is the highest indicator among the models that were tested. The model showed an 
unambiguously good understanding of the concepts of trust in artificial intelligence, for example, a 
more detailed description and breakdown of definitions into separate categories, lists, highlighting 
the main structural categories and concepts of trust, their components and connections between 
these concepts. The answers of this model took into account the wishes of the user (feedback) and 
contained potential advice on potential questions on the subject of trust in artificial intelligence. 
Also, a significant feature of the model was the coding of complex concepts with a smaller number 
of characters. Overall, confidence in the model was on average higher than in the English-language 
M1P8 model, but reached a plateau after which the differences between English- and Japanese-
language responses became smaller. The figure 3 demonstrates a fragment of a conversation with 
Japanese based LLM. 

The result of the text of the Chinese-language model was interesting. Although it had three 
times higher coding efficiency and a larger model size (9 billion parameters compared to 8 in 
English), the quality of these responses were lower than in English. This was telling about, firstly, 
less engagement in the conversation and less initiative in terms of providing leading questions, 
including prompts for further discussion. Also, the completeness of the answers was clearly lower 
and was at the level of 3.5 points on average (compared to at least 4 points in the English language 
model). However, this has not resulted in bad understanding the concepts of trustwothiness - the 
model understood what trust is and could give a quote from the ISO/IEC TR 24028 standard - but in 
their formulation, which was more reference than an original, own. This can be caused both by 
restrictions on the length of the answer, and by the style of the model itself, which aims to give 
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shorter answers, as opposed to long ones, as, for example, in the Japanese model (fig. 4). Also, 
another reason for the low response quality score was that the model repeated old definitions and 
used less text from previous responses to improve results. 

 
Figure 3: Example of the conversation in Japanese with a 8 billion parameter LLM. 

 
Figure 4: Example of the conversation in Chinese with a 9 billion parameter LLM. 

In the Arabic language model, these differences were less significant (potentially because of 
high density of encoding characters in written text). A feature of the answers is their shorter 
length (less than in English), but the quality was not as high as, for example, in Japanese due to the 
impossibility of structuring concepts into more deep categories (fig. 5). Therefore, on the one hand, 
the model showed a good understanding of the topic of trust, and showed the ability to predict the 
course of the conversation (albeit at a level somewhat lower than the Japanese one). Thus, the 
effectiveness of this model, as well as the conciseness of its answers, can be estimated at a level 
slightly higher than in English, but lower than in Japanese. In general, some answers were at the 
level of 4.5 points, which is in itself a good result for a monolingual model. 
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Figure 5: Example of the conversation in Chinese with a 9 billion parameter LLM. 

3. Discussion 

The results obtained as part of the experiments made it possible to formulate several ideas or 
hypotheses and further directions of research into large language models. 

Controllability, stability, and reliability are important indications of language models, which are 
essentially closed-loop systems with a human in the decision-making loop [25]. Human 
participation in decision-making, such as feedback or response evaluation, is crucial as feedback. 
This can be observed in the language models at the level of 7 billion parameters: while the M1P7 
model showed excellent performance, with average but predictable responses, it maintained a 
horizontal trend with minor fluctuations, indicating its controllability and stability. However, as a 
counter-example, the other models with 7 billion parameters (M3P7, M4P7, M5P7, M6P7) showed 
unpredictable effects, which were consequently expressed in the decreasing trust with a trend 
towards decreasing of trust observed in much smaller models like M1P1.5 or M1P3. This meets 
some observations regarding efficiency degradation in LLMs [26]. 

In large language models acting as closed-loop automatic control systems with a human in the 
loop, any actions that do not match the predictions of one or the other participant (AI or human) 
cause perturbations or disturbances [27]. These perturbations are essentially latent, but are 
expressed in a misunderstanding (or dissatisfaction) with the user's response or a 
misunderstanding by the model of the essence of the user's question or feedback, respectively. This 
causes non-linear dependencies of trust levels on the number of questions. In turn, it shows that 
the clarity of the answer and the question are decisive in assessing the level of trust. This could be 
seen on the example of a model with 8 billion parameters, when slight deviations of the response 
from the expected caused slight fluctuations in user confidence, and disturbances that were 
transmitted through feedback, steadily increasing trend of confidence. 

No less important are the observation horizon and memory [28]. These two properties are as 
important as the connectivity (attention) and short-term memory of the model. This can be 
illustrated by an example - for instance, in the M1P1.5 model (1.5 billion parameters), efficiency 
increased in a short interval, but after the 5th question, due to a small amount of short-term 
memory, trust and efficiency decreased. In contrast to this model, in the M1P4 model (4 billion 
parameters) the presence of memory and the ability to retain the context of the conversation 
allowed the quality of answers to be preserved at least up to 21 questions. As a counter-example, 
we can mention a model with 13 billion parameters, which, even with a larger short-term memory 
and observation horizon, received small gain from these indicators. 

Also, it is worth noting that the dependence of the value of trust on the number of parameters 
and interactions does not always meet expectations; for example, the number of interactions is 
unpredictable (can either increase, decrease or remain the same). Therefore, in such models with 
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memory, changes are accumulated gradually and are implemented in leaps. These effects were 
most clearly seen in large language models with 4 and 8 billion parameters. 

As in big data models that have many interactions and users, and where the actions of 
individual users can reinforce beneficial interactions for the whole system in it, self-reinforcing 
effects can also be observed at the micro level, for example, the interaction of 1 user with 1 AI 
system. Despite the small volume of data (small data) of interactions, these effects are sufficient to 
form a data value chain [29] and evaluate data based on context and the decision-making chain 
"action-response-utility". In essence, the utility (value) of data for the user is formed as a result of 
the generation of answers that satisfy the user's expectations based on their evaluation, which, in 
turn, causes the generation of data and reinforcement of trust. 

Another result, that was worth mentioning, was an impact of model effectiveness of training 
and its language encoding quality. In one-language models, like in these case, English, Chinese, 
Japanese and Arabic, some effects were discovered, whereas efficiency of language encoding can 
affect the model performance, which shows potential for models for their inprovement. 

Such results summarize that the user's satisfaction with the answers, and not the number of 
parameters, is the determining factor when learning a language model. In our opinion, more 
effective application of architecture optimizations, tokenization of source texts, higher quality 
training sample are the main criteria for achieving high quality of answers. However, it is worth 
noting that the advantages, obtained through more efficient text encoding, are in themselves may 
have been decreased because of the need for translator, and therefore, invisible increase in the 
number of parameters, so as such monolingual models are more useful likely for users who are 
native speakers of a given language, in the first place, and secondly for others [30]. 

So, one can assume that human-machine interaction when communicating with AI (using the 
example of large language models) has a complex nature. Small bits of data generated at each step 
affect the model's behavior and increase or decrease its performance over time. 

4. Conclusions 

This study analyzed how trust shows itself during long-term interaction. As a result of 
experiments, conducted on the example of 14 large language models with 1.5-13 billion parameters, 
we have shown that trust is not a constant value over time and indeed has complex dynamics. This 
dynamic can be traced over time, using such criteria as explainability, predictability and 
confidence, which form a general assessment of the value of trust. 

Each interaction potentially leads to both the growth of trust and its decline, or certain 
oscillatory processes. This means that each subsequent response can have both a positive effect 
(user satisfaction and positive feedback) and a negative one, which can lead to unpredictable 
results as an outcome. The context retention in the conversation is critical because the model can 
learn patterns of user behavior and reinforce more useful responses for the user. This is due to the 
presence of self-reinforcing effects, which, in the ideal case, are increasing confidence in the model 
compared to the initial level of confidence and, as a consequence, confidence grows with time and 
with each interaction, so trust does too. As in big data models, the presence of feedback forms a 
data value chain that is linked to trust: the higher the value or utility of the data, the higher the 
trust. 

Thus, summarizing the obtained results, we may assume that the studied features of the large 
language models show a potential number of problems in the field of trustworthiness in AI, which 
should be solved when creating new models. Firstly, these models should be stable, understandable, 
predictable, especially for cases when the models are used as personal intelligence. The relatively 
small number of interactions and small amount of data (compared to big data) indicates the need to 
develop large language models that adapt to the user and generate trustworthy responses using the 
context and memory of previous interactions. 
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We also want to mention that effects of self reinforcing of trust can be drastically improved by 
good quality learning and more efficient encoding of the data by the large language models. For 
instance, by studying models in 7-9 billion parameter range, we discovered, that usage other 
language that has more informational density, in fact, could (but not always) affect the quality of 
the answers, their conciseness, structure and context retention. For instance, in Japanese large 
language model, compared to English one with the same amount of parameters, the trust curve was 
increasing with higher rate, but, from our observation it started to taper at the same level as the 
English one, after long conversation, which shows the effect of diminished returns on 
improvement of model performance. As a counter-example, Chinese large language model 
performed less efficiently, compared to English one, despite more efficient encoding of language 
concepts, making effects of such encoding less predictable; it says that more effective application of 
architecture optimizations, as well as better training data is key for success here.  

In the further research we propose to refine our experimental study on other large language 
models, likely with a larger number of parameters (more than 13 billion), including the online 
models available at Hugging Face Spaces and other cloud resources as well. 

Declaration on Generative AI 

During the preparation stage of the study, the authors studied the behaviour of AI models, in 
particular, Large large language models (LLMs), which were analyzed as a main subject of the 
study, whereas a set of AI models was benchmarked one against another, in order to establish the 
formal feasibility of usage of AI models in knowledge mining. 

In the paper we conducted research on a large family of language models including:  
 Meta Llama instruct 3.0 8b. 
 Mistral 2 7b. 
 Microsoft Phi 3 mini instruct 4b. 

and another large language models with varying number of parameters from 1.5 to 13 billion 
parameters. In order to establish their utility for our tasks, we tested different LLM deployment 
software such as Chat RTX, Ollama (Docker image), and different Python libraries for LLM 
deployment, including llama-cpp, exllama2 and ollama. 

Since AI models, such as LLMs were used during our experiments as main subject of the study, 
we acknowledge usage of such AI models during our experiments as a subject of the study and we 
take a responsibility of usage of AI tools according to rules of fair use of Generative AI in order to 
keep the academic integrity of our paper and authorship.  Authors reviewed and edited the paper 
in order to comply with the requirements for publishing the paper with such type of content. 

The content generated by LLMs, such as responses of the models, such as on figures 2,3,4,5 
serves only the illustrative purposes to prove the feasibility of LLMs usage for knowledge mining. 
The figures 2-5 were created by transformative work, such as copying the text into an editor, 
formatting the text, making a screenshot, formatting the image and using image editing software 
(Ms Paint). Each figure of above include the question posed by the author and the answer by an 
LLM in 4 languages  English, Japanese, Chinese and Arabic as follows. 
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