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Abstract. An important requirement for intelligent assistants is to have
an explanation generation mechanism, so that the trainee has a better
understanding of the recommended actions and can generalize them to
similar situations. In this work we combine different knowledge sources to
generate explanations for operator training. The explanations are based
on a general template which is composed of 3 main parts: (i) the recom-
mended action in the current situation; (ii) a graphical representation of
the process highlighting the relevant variable; (iii) a verbal explanation.
The optimal action is obtained from a Markov decision process (MDP)
that guides the operator in the training session. For determining the
relevant variable we developed a method that estimates the impact of
each variable on the utility, selecting the one with highest impact in the
current state. The verbal explanation is extracted from a domain knowl-
edge base that includes the main components, actions and variables in
the process, represented as a frame system. We present preliminary re-
sults of explanations generated in the power plant domain.

1 Introduction

An important requirement for intelligent trainers is to have an explanation gen-
eration mechanism, so that the trainee has a better understanding of the rec-
ommended actions and can generalize them to similar situations [1]. We are
particularly interested in training power plant operators. Under emergency con-
ditions, a power plant operator has to assimilate a great amount of information
to promptly analyze the source of the problem and take the corrective actions.
Novice operators might not have enough experience to take the best action, and
experienced operators might forget how to deal with emergency situations, as
these occur sporadically in current plants. So in both cases, a simulator coupled
with an intelligent assistant can help to train the operators so they can react
appropriately when an emergency situation arises.



We have developed an Intelligent Assistant for Operator’s Training (IAOT) [2].
The input to the IAOT is a recommended-plan generated by a decision-theoretic
planner, which establishes the sequence of actions that will allow to reach the
optimal operation of a steam generator [3]. Operator actions are monitored and
discrepancies are detected regarding the operator’s expected behavior. If an er-
ror is detected, the assistant gives advice to the trainee, and might interrupt
the session. In previous work [4] we used a set of pre-defined explanations ob-
tained from a domain expert, and these were given to the user according to the
current situation. A controlled user study showed that operators trained with
the explanation mechanism have a better performance in similar situations [4].
But obtaining the explanations from an expert is a complex and time-consuming
process, so it is desirable that the assistant can generate the explanations auto-
matically.

We are developing an automatic generation explanation mechanism. For this,
we analyzed the explanations given by the domain expert, and designed a gen-
eral template. This template is composed of 3 main parts: (i) the recommended
action and the relevant variable in the current situation; (ii) a graphical rep-
resentation of the process highlighting the relevant variable, and (iii) a verbal
explanation. To generate the information required to fill the template we com-
bine several knowledge sources. The optimal action is obtained from a Markov
decision process (MDP) that guides the operator in the training session. The rel-
evant variable, which is a key element in the explanation, is obtained from the
MDP by analyzing which variable has the biggest impact on the utility given the
current state [5]. The graphical part is generated from a general block diagram
of the process, where the relevant variable is highlighted. The verbal explanation
is obtained from a domain knowledge-base (KB) that includes the main com-
ponents, actions and variables in the process, represented as a frame system. To
extract the important information from the KB, we use the information from
the MDP (state, action and relevant variables) as pointers to the relevant com-
ponents, actions and variables; and then follow the links in the frame system to
extract other relevant information. The information in the explanation template
depends on the level of the operator: novice, intermediate or expert; which is
obtained from a simple student model incorporated in the TAOT.

In this paper we describe the explanation generation mechanism and present
some preliminary results in the power plant domain. In particular, we show that
the relevant variable obtained automatically agrees with the relevant variable
given by the expert in a sample of cases. We also present some initial templates
generated by our system.

2 Fundamentals

2.1 Factored Markov Decision Processes

A Markov decision process (MDP) [6] models a sequential decision problem,
in which a system evolves in time and is controlled by an agent. The system
dynamics is governed by a probabilistic transition function @ that maps states S



and actions A to new states S’. At each time, an agent receives a reward R that
depends on the current state s and the applied action a. Thus, the main problem
is to find a control strategy or policy m that maximizes the expected reward V'
over time. For the discounted infinite-horizon case with any given discount factor
v, there is a policy 7* that is optimal regardless of the starting state and that
satisfies the Bellman equation [7]:

V7™ (s) = maz{R(s,a) +7)_ b(a,s,5)V(s)} (1)
sES

Two methods for solving this equation and finding an optimal policy for an
MDP are: (a) dynamic programming and (b) linear programming [6].

In a factored MDP, the set of states is described via a set of random vari-
ables S = {X;,..., X,,}, where each X; takes on values in some finite domain
Dom(X;). A state x defines a value x; € Dom(X;) for each variable X;. Thus,
when the set of states S = Dom(X;) is exponentially large, it results imprac-
tical to represent the transition model explicitly as matrices. Fortunately, the
framework of dynamic Bayesian networks (DBN) gives us the tools to describe
the transition model concisely. In these representations, the post-action nodes
(at the time ¢+1) contain smaller matrices with the probabilities of their values
given their parents’ values under the effects of an action. For a more detailed
description of factored MDPs see [8].

2.2 Frame Systems

The frame based approach [9] is a popular scheme for knowledge representation
which has evolved over the years. This approach is particularly useful when not
only a data structure is desirable, but when certain intelligence could be added
to it. In general, a frame system can represent stereotyped situations through
different levels of abstraction. Higher levels are fixed and are used to repre-
sent things that usually are true. Lower levels have many terminals that can be
instantiated with specific data. A frame has multiple slots used to define the
various attributes of an object. The slots can have multiple facets for holding
the value for the attributes, defaults, or procedures which are called to calcu-
late a value. The various frames are linked together in a hierarchy with a-kind-of
(ako) links that allow inheritance. There can also be defaults for attributes which
might be overwritten for specific frames. Another feature of a frame based sys-
tem is demons. These are procedures which are activated by various updating
procedures.

3 Intelligent Assistant for Explanation Generation

We have developed an Intelligent Assistant for Operator’s Training (IAOT),
see Figure 1. The input to the TAOT is a recommended-plan generated by a
decision-theoretic planner, which establishes the sequence of actions that are
needed to reach the optimal operation of a power generator [3]. Operator actions



are monitored and discrepancies are detected regarding the operator’s expected
behavior.
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Fig. 1. IAOT block diagram [2]. It consists of 3 main parts: process side (simulator),
operator side and the central module. Based on the optimal policy obtained from the
MDP a temporal plan is generated. The operator actions are compared to the plan
(MOA) and according to this the Advisor generates explanations.

The process starts with an initial state of the plant, usually under an abnor-
mal condition; so the operator should return the plant to its optimum operating
condition using some controls. Considering this situation and an optimal policy
obtained from an MDP, a temporal plan is generated to reach the desired state.
An error is detected when the action performed by the operator deviates from
the optimal plan, either in the type of action or its timing. Depending on the
type of error and the operator’s model (novice, intermediate or advanced), a
Built-in explanation is generated. These explanations, developed by a domain
expert, tell the operator the correct action and why, based on a variable that is
the most critical under the current situation (relevant variable). If the error is
not critical the training session continues, otherwise it is terminated.

3.1 Domain

We considered a training scenario based on a simulator of a combined cycle
power plant, centered in the drum (a water tank) and the related control valves.
Under certain conditions, the drum level becomes unstable and the operator has
to return it to a safe state using the control valves.

The state variables considered in this scenario are: (i) Drum pressure (Pd);
(i) Main steam flow (Fms); (iii) Feed water flow (Ffw); and (iv) Generation (G).
A schematic of the process showing these variables is depicted in Figure 2 (right
side).



3.2 Pre-defined Explanations

We initially defined a set of explanation units with the aid of a domain expert,
to test their impact on operator’s training. This explanation units are stored in
a data base, and the assistant selects the appropriate one to show to the user,
according to the current state and optimal action given by the MDP. These ex-
planations defined by an expert are encapsulated in explanation units (Unidg,),
an example is shown in Figure 2. Each unit has three main components: (i) the
recommended action (upper left side), (ii) a verbal explanation of why this is
the best action (lower left), and (iii) the relevant variable (Vg) highlighted in
a schematic diagram of the process (right side). In this example the relevant
variable is generation, Vg = G, as the absence of generation is the main reason
to close the feed—water valve.

Exp2_cfiwG

Action that should be taken: Relevant variable:
- Close the feed--water valve (-vffw) - Generation (G)

Explanation:

The appropriate action in this state is to
close the feed-water valve. This is a
protection mechanism when there is no
load, and the generation goes to zero.
This could be because the main power
switch is open.

Fig. 2. An example of an explanation defined by a domain expert.

To evaluate the effect of the explanations on learning, we performed a con-
trolled experiment with 10 potential users with different levels of experience in
power plant operation. The users were divided into two groups: G1 with explana-
tions; and G2 without explanations. Each participant has to control the plant to
reach the optimal state under an emergency condition using a simulator and with
the aid of the TAOT. During each session, the suggested actions and detected
errors are given to the user, and for G1, also an explanation. After some training
sessions with the aid of the TAOT, the users were presented similar situations
without the aid of the assistant. An analysis of the results [2] shows a significant
difference in favor of the group with explanations. These results give evidence
that explanations help in the learning of skills such as those required to operate
an industrial plant. However, obtaining the explanations from an expert is a
complex and time—consuming process, so we want to generate the explanations
automatically.



4 Automatic explanation generation

The explanation generation mechanism is based on the explanations provided
by the domain expert. To build the explanations we combine several knowledge
sources: (i) the MDP that represents the process and defines the optimal actions;
(ii) a domain knowledge base; (iii) a set of templates; and (iv) an operator model.

The explanations generator module consists of three main stages (see Fig-
ure 3). As mentioned before, the relevant variable is a key factor to build an
explanation. Therefore the first stage obtains the relevant variable and addi-
tional elements as the current state S; and the optimal action a*. In the second
stage, according to the operator model (novice, intermediate or advanced), a
template is selected. In the last stage, the template is filled with information
from a domain knowledge base. Each of these stages is detailed in the following
sections.
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Fig. 3. Block diagram of the explanation generation system. When the trainee makes
an error (event), the current state, optimal action and relevant variable are obtained
from the MDP. These are used as pointers to obtain the relevant elements from the
KB to fill-in an explanation template. The type of template is selected according to
the user’s model.

4.1 Explanation Template

The explanations are based on a predefined structure or template, inspired by
the explanations obtained from the domain experts. Each template has a prede-
fined structure and is configured to receive additional information from different
sources. There are three types of templates according to the user: novice, in-
termediate and advanced. The main difference is in the amount and depth of



the information provided: for novice users it is more detailed while for advance
operators a more concise explanation is given.

The explanation template has three main components, which are basically
the same as those in the experts’ explanations (see figure 2):

1. A schematic diagram of the process, highlighting the relevant variable.

2. The optimal action given the current state.

3. A description in natural language of the main reasons for the previous action,
which depends on the user level.

The schematic diagram is previously defined for the process (the goal is to
find the most relevant variable for certain state and action). Then the optimal
action is directly obtained from the MDP given the current state of the plant,
and a knowledge base on the domain is used to generate automatic explanations
based on their variables, components, actions, and relationships.

4.2 Relevant Variable Selection

A key element for generating the explanations is to find the most relevant variable
Vg for certain state s and action a. All the explanations that we obtained from
the experts are based on a variable which is considered the most important
under the current situation and according to the optimal policy. Intuitively, we
can think that the relevant variable is the one with greatest effect on the expected
utility, given the current state and the optimal policy. So as approximation to
estimate the impact of each factor X (¢) in the utility, we estimate the value
function U for all the values of X (i), X (%)1, ..., X ({)m; and compare each value to
the one for the current state, X (4);, obtaining the maximum of these differences.
The process is repeated for all the variables, and the variable with the highest
average difference in value is selected as a relevant variable. However, for some
states, the maximum difference is the same for more than one variable (there is a
tie), so the algorithm for automatically determining the selection of the relevant
variable considers two stages:

Stage 1-Utility Variation: Analyzes the changes in utility when we vary the
value of a variable.

relevancel(X)= max V(s)— min V() (2)
’ s’ €neighl (s) s'€neighx (s)

where neigh(s) is the set of states that have the same values as in s in all
the variables, except at most in a variable different from X.

Stage 2—Changes in the Optimal Action: Explore the optimal policy to de-
tect changes in the optimal action for the state.

relevance?(X) = #s' . s’ € neigh’ (s) A7*(s) # 7*(s') (3)



where neigh% (s) is the set of states that take the same values than s in
all the variables except at most in variable X, and #n* is the optimal pol-
icy of the MDP. If we have a state s, then when varying a variable X we
find that the optimal policy is the same than for s. We assing a value 0
for relevance?(X), indicating therefore that the presence of its value in the
state has not affected the optimal action.

4.3 Knowledge Base

To complement the information obtained from the MDP model, additional do-
main knowledge is required about relevant concepts, components and actions in
the process. Frames provide a natural way for representing the relevant elements
and their relations, to fill-in the explanations templates.

Actions Components Variables

ST Section
CCPP Variables
| Load | | Stop |
Close
Valve
Open Valve
Training concepts Basic concepts Relevant Variables

Fig. 4. The KB, represented as a frame hierarchy, is divided in 3 parts: (i) actions, (ii)
components, and (iii) variables.

Figure 4 depicts in the KB, that the frames store the basic knowledge about
the domain components, variables, actions, and their relationships. This repre-
sentation is an extension of the one proposed in [10]. The KB includes three
hierarchies: (i) procedures and actions; (ii) components; and (iii) variables. It
also includes relationships between the frames in different hierarchies: which
actions affect each component and the variables associated to each component.

Part of the component hierarchy is depicted in Figure 5. It shows the frame
for a control valve, and two subtypes, the feed water valve (F fw) and the main
steam valve (F'ms). A set of attributes is defined for each valve, with general
aspects for the general valve and more specific ones for the others.



Frame: Control Valve|

Parent: ST Section CCPP

Stots:

Valve Size.

Pressure Rating:
Media Temperature:
Flow (Cvi:
Connection:
Actuation:

Frame: Ffw Valve

Frame: Fms Valve

Parent: Control Valve

Parent: Contral Valve

Stots:

Valve Size:

Pressure Rating:
Media Temperature:
Flow (Cvy:
Connection:
Actuation:
Material:

Type:

Stots:

Veilve Size:

Pressure Rating:
Media Temperature:
Fiow (Cv):
Comection:
Actuation:
Material:

Type:

Fig. 5. A partial view of the component hierarchy. It shows the frame for a control
valve and two subtypes: F fw and F'ms valves.

4.4 Filling the Template

As mentioned before, a template is selected according to the user level. The
optimal action and relevant variable are deduced from the MDP model of the
process and the policy, and together with the process schematic diagram are
inserted in the corresponding template. The missing element is the textual ex-
planation of why the action should be selected in the current situation. The
explanation mechanism must then determine what should be included and how
much detail to give to the user. What is determined by the template structure
and how much by the operator level.

Inspired by the expert’s explanations, we define the following elements for
the textual explanation structure:

1. Optimal action, including information on what is the purpose of the action
obtained from the corresponding frame

2. Relevant variable, with information of the relevance of this variable and its
relation to a certain component.

3. Component, including its main characteristics and its relation to the action.

The elements obtained from the MDP (S, a*, V), are used as pointers to
the corresponding frames in the KB from where the basic elements of the textual
explanation are extracted. This textual explanation is extended by following the
links in the KB hierarchies, adding information from frames in the upper part
of the hierarchy (see Figure 6). For instance, if the important component is the
feed water valve, it includes additional information from the control valve frame
for intermediate users, and more general knowledge on valves for the novice user.
In this way, the amount of detail in the explanation is adapted to the user level.



Template

Action
Frame: Open Valve faction][Var-Rel
Parers: Toad Explanation Elements: | Graphical Elements:
Stots: [action] [Var-Rel]
Procedlure: [Var-Rel]
a [Component]
[/l fia: [Component+
r_” Ve Relationships]
- Component:
. [Slot-Value (fig)]
Variable
Frame: ffw
Parent: Fl
e Component
Slagss Frame: Ffw Valve
Aow:
Temp: Parent: Control Valve
vel: Slots:
L Valve Size:
related: Pressure Rating:
Delta: Medlia Temperature:
Text: Flow (Cv):
Conmection:
Actuation:
Material:
Type:
Model (fig):

Fig. 6. Textual element of the explanation template is filled by the the relevant variable,
action and component frames and adjusted according to the user level.

5 Preliminary Results

We have implemented and evaluated the explanation generation mechanism in
the power plant domain. First we evaluate the relevant variable selection, and
then we present preliminary results on template generation.

5.1 Relevant Variable Selection

We compare the relevant variable obtained by our method with the one given by
the expert for 10 different cases. Results are summarized in Table 7. Although in
some cases there was a tie among several variables in the first stage, the second
stage broke these ties and we recover the same variable as the one given by the
domain expert in all cases. These are very promising results, as the method is
giving the expected Vg, which is the basis for producing automatic explanations.

5.2 Template Generation

Based on the explanation generation mechanism described above, we have gen-
erated some templates for different conditions and user levels.



salected S Experimental results Relevant Variable:
Var Model analysis & selection | Selected by | Selected by

Test fons[£fw | d [ pd| g | 1St (waxAT) Pnd [II= change]  Model Expert Obs
pd = 3169.75

1 0[O0 |0|0|1][fw=3168975 fw fiw fiw OK

2 ofo|1]|3]|1 pd pd pd OK
pd = 241356

3 11040 d=241356 d=g g q OK
g =2413.56
fms = 5394 74

4 200|071 [ffw=539474 fms fms fms OK

d = 539474

5 3j{ojojo|1 fms fms fms OK
d =3761.23

6 3f1|o|2]|1 fhw ffw ffw OK

7 41011101 fms fms fms OK

8 41170 d=g g [4] OK
pd =5317.48

9 5111011 m=531748 pd pd pd OK
d =5317.46
pd = 5328.85

10 Sl 1| 1] 1] 1 [fw 35 pd pd pd OK

d = 532885

Fig. 7. This table summarizes the 10 cases
(Vr) selected based on our method against
show the state, the Vi after each stage, an

in which we compared the relevant variable
those given by the expert. For each case we
d the Vg according to the expert.

Template ID: Tem4_cffwvFfw_nov

Level: Novice

Action that must be taken:

1.[cffwv]: close flow feed water valve.
Afected Variable:

[VarRel]: ffw= flow feed water.

Action description:

2.[cffwv-slot1]: Procedure= not load in TV.

Component description:

3.[Ffwv]: Flow feed water valve.
3.[Ffwv-slot8]: Use to maintain set point.
State description:

4.[S]: A disturb is present.

4.[S]: Load rejection evidence.

2 [cffwv-slot2]: Protection mechanism=true.

Afected Variable:
[VarRel]: ffw= flow feed water.

Fms.

HRSG

HRSG

Component description:

3.[Ffwv-slot1]: Size valve = 40 in.
3.[Ffwv-slot2]: Pressure rating= 150 -300 psi.
3.[Ffwv-slote]: Figure = ffw_controk-valve.jog

Fig. 8. An example of an explanation template

generated.



Figure 8 depicts an example of an explanation template generated. It contains
on the left side: (i) the optimal action, (ii) why is important to do this action,
(iii) which component is related with optimal action, and (iv) a description of the
current state. In the right side the Vg is highlighted in an schematic diagram of
the process. The evaluation process will include a focus training group using the
system with the intelligent assistant and the automatic explanation, and another
group using only a simulator. This process will be supervised by some human
experts on plant operation and they will give a grade about the recommended
system actions and their own recommended expert actions.

6 Conclusions and future work

Explanations are important for intelligent systems, in particular for learning. We
have developed an explanation generation mechanism for a training tutor that
combines several knowledge sources to fill-in a template inspired on experts’
explanations. For this we combine information extracted from an MDP model
of the process, with domain knowledge represented with a frame hierarchy; and
adapt it according to the user level. We applied it to the power plant domain
with promising results. As future work we plan to refine the textual element of
the explanation and evaluate it in a controlled user study. Also, include more
domain variables will be an important issue in this work.
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