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Abstract
Leveraging recent developments in natural language processing (NLP), we constructed a prediction model using

corporate financial annual reports to forecast the stock volatility indicator Beta (β), by analyzing risk discussions.

The predicted Beta values were used to construct investment portfolios, whose market performance was then

evaluated. Our research demonstrates that the Hierarchical Transformer-based model effectively captures complex

risk information from annual reports, leading to improved returns in portfolio simulations. Our motivation arises

from the need to better understand and process long, unstructured financial texts like annual reports, which

contain crucial yet nuanced risk factors. By utilizing the hierarchical model, we aim to overcome traditional

models’ limitations in handling such long documents, thereby improving the model’s understanding of both

sentence-level and document-level contexts. The results highlight the potential of deep learning, particularly

hierarchical models, in financial text prediction, and provide a novel perspective on asset management strategies.

Compared to the S&P 500 benchmark, portfolios constructed using the predicted Beta values from our model

achieved an average return increase of 21% over the same period.
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1. Introduction

Financial statements are a key source of information for both internal and external stakeholders,

playing a crucial role in market decision-making. It is always analyzed by the investors to assess

a company’s financial health and market potential. Most papers focus on examining the flow of

quantitative information, such as accounting and financial data [1]. Despite the importance of taking

advantage of descriptive financial documents, the difficulty in accurately quantifying descriptive

information is one of the reasons for the scarcity of studies into how investors understand it.

Thanks to recent breakthroughs in NLP, a rising corpus of literature now employs content analysis

to quantify the sentiment and content of descriptive information and learn how the market interprets it.

However, the inherent uncertainty of financial markets makes robust predictions challenging. Although

NLP models have shown promising results in various financial applications, such as sentiment analysis

[2], risk assessment [3, 4], and market forecasting [5], there is still a need for more precise tools in

specific financial forecasting tasks. This is particularly true when attempting to extract complex risk

indicators from long, detailed financial texts such as annual reports.

Beta (β) is a fundamental measure of financial risk, capturing the volatility of an asset relative to the

broader market. It plays a central role in the Capital Asset Pricing Model (CAPM), helping investors

assess the sensitivity of individual stocks to market fluctuations, which is crucial for making informed

portfolio decisions [6, 7]. Unlike other financial metrics, Beta offers a direct, interpretable link between
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market behaviour and risk, making it a valuable tool in managing portfolio risk and return strategies

[6, 8, 9]. By predicting Beta through textual analysis of financial documents like annual reports, we open

new possibilities for aligning qualitative insights with quantitative risk assessments. NLP techniques

allow us to extract nuanced risk information embedded in long, complex texts, enhancing traditional

financial models that rely on numerical data alone. This approach bridges the gap between descriptive

financial disclosures and quantitative metrics, enabling a more sophisticated and data-rich method for

predicting asset volatility and improving risk management strategies.

The 10-K annual reports filed by public companies provide detailed financial data and risk factors. In

this study, we focus on the “Item 1A: Risk Factors” section, aiming to predict Beta by analyzing the

textual content related to company risks. This approach provides a bridge between qualitative risk

discussions in financial documents and quantitative financial outcomes. By utilizing these predicted

Beta values, we simulate portfolio performance to evaluate the practical applications of this method in

real-market conditions.

Our results demonstrate the practicality of combining deep learning techniques, such as Hierarchical

Transformer-based models, with traditional financial analysis. The Hierarchical Transformer-based

model is particularly suited for processing long and complex texts like financial reports, allowing us

to capture risk information more effectively. This method not only improves the accuracy of Beta

prediction but also provides new perspectives on asset management and investment strategies by

offering a more detailed assessment of financial risk. We further apply the predicted Beta values

to construct investment portfolios and simulate their performance in real market conditions. Our

results show that portfolios built with the predicted Beta values achieve higher returns and better risk

management compared to traditional methods, highlighting the effectiveness of NLP-based financial

analysis in practical investment scenarios.

2. Related Work

2.1. Risk Assessment

Financial risks refer to risks related to finances, such as market risks, credit risks, and operational risks

[10]. Among them, the stock investment risk within the market risk, that is, the volatility of stock returns

within a certain period, has attracted extensive attention in financial market research [11, 12, 13]. These

studies indicate that financial disclosures, such as 10-K annual report [3] and earnings call materials [14],

are valuable data sources for financial risk assessments. Given the vast range of financial consequences

and arbitrage opportunities that come with stock volatility, accurate projections may contribute to a

better understanding of financial markets and higher returns on investment [15]. Furthermore, financial

disclosure research can aid in the discovery of each company’s possible operational issues, reducing

information asymmetry in the investment market to some level [16, 17, 18].

In financial market risk research, researchers generally believe that the stock price is unpredictable

[19, 20]. That is because due to numerous influencing factors in the real market, as a result, It is

impossible to accurately break down and quantify every risk factor. For example, macroeconomic

indicators, market sentiment, company financial health, political events, etc. may have an impact

on stock prices [21]. In addition, factors such as investor behaviour, market microstructure, and the

international economic environment also have an important impact on stock prices [22]. So it is

challenging to analyse stock prices accurately [23]. In the vast majority of cases, stock prices behave as

random walks [20]. This unpredictability stems from the market’s complexity and dynamics, and even

the most advanced models struggle to capture all relevant variables and nonlinear relationships [24].

However, Bernard and Thomas [25] and Sadka [26] found a relationship between stock price volatility

and the time of significant events rather than directly predicting stock prices. Therefore, many recent

studies are based on this to do volatility analysis and forecasting. This suggests that while stock prices

may be random in general, specific events may still have a significant impact on them. For example,

events such as company earnings releases, management changes, and major policy adjustments often

lead to abnormal stock price fluctuations [21]. These major events often cause market participants to

2



Xiao Li et al. CEUR Workshop Proceedings 1–12

reassess the company’s future prospects, triggering dramatic stock price fluctuations[27]. Therefore,

many recent studies have used this as a basis for volatility analysis and prediction.

For example, Theil et al. [28] proposed multiple deep learning models to extract text information

from 10-K documents and predict stock volatility. By using NLP techniques, these models are able

to capture subtle sentiment changes and risk warnings in documents, thereby improving prediction

accuracy [29]. In addition, Qin and Yang [14] and Yang et al. [30] discussed extending earnings call

analysis to multimodal prediction problems by incorporating text and audio information into the same

model. This multimodal analysis approach can more comprehensively reflect management’s attitude

and market sentiment by combining speech features and language features, thereby providing more

accurate predictions.

In addition, some researchers have also focused on other data sources, such as social media and news

data, to improve stock price prediction. For example, Bollen et al. [31] found that Twitter sentiment

can be used as a proxy variable for market sentiment and has predictive power for short-term market

fluctuations. Similarly, Tetlock [2] studied the impact of news media content on the stock market and

found that negative news reports are often associated with stock price declines. Therefore, combining

multiple data sources and advanced analysis techniques can improve the predictive power of stock

price fluctuations to a certain extent.

2.2. Beta Prediction

In financial markets, Beta (β) is a measure of the volatility of an asset or portfolio compared to the

market as a whole (usually the S&P 500 index). Traditional methods of calculating Beta are mainly

through the Capital Asset Pricing Model (CAPM), proposed by Sharpe [6] and Lintner [8]. They believe

that there is a certain linear relationship between asset returns and market returns. Then, subsequent

studies found that it is difficult to make actual predictions using a linear regression model such as

CAPM [6, 32]. They found that the model relied too much on historical data training, resulting in a

significant decrease in its predictive ability when extreme markets occurred.

In order to improve the accuracy of Beta value prediction, Fama and French [9] proposed a three-

factor model and Carhart [33] proposed a four-factor model in subsequent studies. Compared with the

CAPM model, which only considers company and market returns, the multi-factor model incorporates

more market macro and micro variables, such as company size, book-to-market ratio, and momentum.

This enhances the models’ ability to explain the sources of market risk and demonstrates that these

multi-factor models are more accurate in predicting market risk than the CAPM model in practical

applications.

With the progress of technology, there has been an increase in research exploring the use of machine

learning models for predicting Beta values. The advantage of machine learning is that it can handle

large-scale data and can quantify complex data. For example, in early studies, Kim [34] tried to use

support vector machines (SVM) and Huang et al. [35], Niu et al. [36] tried to use artificial neural networks

(ANN). Their experiments aimed to learn and predict Beta values from stock market dynamics. Based

on these research findings, it is evident that machine learning proves to be well-suited for forecasting,

within markets due, to its ability to deliver predictions when handling complex and multidimensional

datasets. Further studies have shown that machine learning techniques are also widely applicable in

stock market index prediction [37], event-driven stock prediction [38] and statistical arbitrage strategies

[39]. These studies have proven that machine learning outperforms traditional quantitative models in

many aspects of actual market applications. Although machine learning has superior performance in

prediction, it has to face the loss of model interpretability due to the complexity of the model structure.

At the same time, the problems of overfitting and prediction of the emergency market are also worth

considering in future research [40].
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3. Methodology

3.1. Data Collection and Preprocessing

The EDGAR database of the U.S. Securities and Exchange Commission (SEC) is one of the primary

sources for accessing annual report information (10-K reports). As the main source of publicly filed

financial reports required from listed companies in the U.S., the EDGAR dataset provides official records

of comprehensive corporate financial performance and risk factors. Expanding on this we utilized

the EDGAR-CORPUS created by Loukas et al. [41] which can be accessed publicly on Zenodo. This

collection comprises reports of all traded companies from 1994 to 2020 meticulously categorized based

on specific elements within the reports. We specifically extracted the reports of companies in the

S&P 500 index with a focus on the “Item 1A: Risk Factors” section. As per SEC guidelines, Item 1A is

required to outline the risks that the company faces which could have an impact, on its operations. This

requirement became mandatory following the SEC’s regulatory changes in 2005.
1

Since companies

gradually started to include comprehensive risk factors in their reports following this change, we

focused our analysis on the Item 1A sections from the annual reports spanning from 2010 to 2020 to

ensure the quality and consistency of the data regarding disclosed risks.

In the preprocessing stage, we first cleaned the extracted descriptions of risk factors. Since the text

information is extracted from XBRL or HTML format files [42], we first need to remove the unprocessed

HTML format tags. Secondly, the text may contain some tabular data, which we do not need in this

experiment, so we remove them together. In addition, we segmented the text into sentences to lay the

foundation for the next step of feature extraction.

Due to the highly time-sensitive and coherent nature of annual reports, and the need to finalize the

entire company list for portfolio construction, we opted to split the training and test sets based on

the year of publication. Specifically, we used reports from 2010 to 2018 for training, comprising 5,835

documents, and selected annual reports from 2019 to 2020 for testing, comprising 914 documents. The

year 2019 was chosen as it represents a relatively stable market environment, while 2020, marked by

heightened volatility due to the global pandemic, was selected to evaluate the model’s performance

under more turbulent market conditions. In total, our dataset contains 6,749 annual report documents.

3.2. Task Definition

We formulate the prediction of Beta as a single objective regression problem. We utilized the text

content of “Item 1A: Risk Factor” in the 10-K report as the input for the model, which allowed us to

predict a firm’s Beta for the next n days. The targets were obtained by taking the average value of

the next n days. To calculate Beta, we employed the Capital Asset Pricing Model (CAPM), which is a

commonly used calculation method:

E(Ri) = Rf + βi(E(Rm)−Rf ) (1)

The CAPM takes into account the risk-free rate of return (Rf ), the expected return of the market

(E(Ri)), the market risk premium (E(Rm) − Rf ), and the Beta of the stock (βi). Specifically, the

formula for calculating Beta using CAPM is:

βi =
E(Ri)−Rf

E(Rm)−Rf
=

Cov(Ri, Rm)

V ar(Rm)
(2)

To calculate a firm’s Beta, it is crucial to determine the covariance between the firm’s return and the

overall market’s return, as well as the variance of the market’s return. For this study, we chose the S&P

500 index as the market indicator, corresponding to the sources of the companies we collected.

We assess all approaches by employing the mean squared error (MSE) as the primary metric for

evaluation (see Equation 3). MSE is widely used for regression tasks because it penalizes larger errors

more heavily, making it particularly suitable for scenarios where significant prediction errors need to

1
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be minimized [43, 44]. In our case, the observed value of Beta is βi, and the predicted value is β̂i. The

MSE is calculated as the average squared difference between these values, providing a straightforward

measure of prediction accuracy.

MSE =
1

n

n∑
i=1

(βi − β̂i)
2

(3)

3.3. Prediction Models

In this study, we employed XGBoost, a machine learning model commonly used in financial analysis, to

validate its adaptability in the context of annual report analysis [45, 46]. XGBoost is renowned for its

efficiency and performance in structured data, which is why we selected it as the baseline model for

this experiment.

Furthermore, we assessed the applicability of three Transformer-based pre-training models, which

are prominently used in the NLP community for their powerful contextual understanding capabilities.

These models included BERT [47], RoBERTa [48], and Longformer [49], known for their deep-learning

architectures that capture subtle nuances in text data. However, one challenge with these models is

their input token limitation, which typically supports fewer tokens (e.g. BERT accept 512 tokens) than

the average total word count found in Item 1A of the annual reports, which is approximately 5965

words. This difference required the use of a truncation method [50], where only the initial tokens of the

text are fed into the model. While using a larger pre-train model allows us to process longer texts [51],

it still leads to the loss of potentially crucial information appearing later in the text or consumes large

computation resources to pre-train.

Algorithm 1 Hierarchical Transformer-based Model

1: function Predict_Beta(Document)

2: Initialize an empty list: Sentence_Embeddings

3: Sentences← Split_Into_Sentences(Document)

4: for each Sentence in Sentences do
5: Tokenized_Input← BERT_Tokenizer(Sentence)

6: Sentence_Embedding← BERT_Encoder(Tokenized_Input)

7: Append Sentence_Embedding to Sentence_Embeddings

8: end for
9: Document_Embedding← BERT_Encoder(Sentence_Embeddings)

10: Beta← Fully_Connected_Layer(Document_Embedding)

11: return Beta

12: end function
13: for each Document in Batch do
14: Beta← Predict_Beta(Document)

15: Store predicted Beta values.

16: end for
17: return all collected Betas

To mitigate this limitation and effectively manage the extensive content of Item 1A, we explored

text processing techniques referenced in studies by Xie et al. [52], Akbik et al. [53], and Sun et al. [54],

which focus on dividing long document into multiple small paragraphs and then putting the embedded

segments into the model for processing to adapt with the limit on the number of model input tokens.

Inspired by these works and referring to Yang et al. [30] paper on the Hierarchical Transformer-based

Multi-task model, we implemented a Hierarchical Transformer-based model (based on BERT model),

see Algorithm 1. This model is specifically designed to handle longer text segments by splitting the

paragraph into sentences in a layered manner that meets the long document of the annual report, thus

preserving more information throughout the text.

5
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Figure 1: Hierarchical Transformer-based Beta (β) Prediction Model

The Hierarchical Transformer-based model (see Figure 1) is applied to Beta (β) prediction from annual

report texts through a series of intricate steps. Initially, the input annual report text is preprocessed into

sentences and tokenized, forming each sentence into word-level tokens (e.g., w11, w12, . . . , w1n). These

tokens are input into the token-level transformer encoder. Each transformer block comprises multi-head

self-attention mechanisms and feed-forward neural network layers. The multi-head self-attention

mechanism allows the model to focus on different parts of the input tokens in different representation

spaces, capturing more complex and diverse dependencies. Simultaneously, positional encodings are

added to retain the sequential information of the input tokens, which is crucial for understanding the

structure of natural language.

After processing by the token-level encoder, the generated representations (i.e., sentence representa-

tions) are input into the sentence-level transformer encoder. The sentence-level transformer encoder

has a similar structure, including multi-head self-attention mechanisms and feed-forward neural net-

work layers, but operates at the sentence level. The multi-head self-attention mechanism captures

inter-sentence dependencies, allowing the model to understand the context and logical relationships

between sentences in the text. After processing through several layers, the output is normalized by

addition and layer normalization and processed through multi-layer perceptrons (MLPs), ultimately

forming document embedding (e.g., O1, O2, . . . , On).

During the regression prediction process, in the prediction layer (see Figure 2), the final hidden states

outputs (e.g., O1, O2, . . . , On) are used as inputs for the regression model. These hidden states are

processed through a dropout layer, where the dropout layer randomly sets some hidden states to zero,

introducing regularization effects to prevent overfitting. The output processed by the dropout layer is

6
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Figure 2: Regression Layer in Beta Prediction: Model Output with Fully Connected Layer

input into a linear layer, which combines this information through weighted aggregation to generate

the prediction. The output of the linear layer represents the predicted value of the target variable (Beta),

which is used to understand the stock volatility or risk of the company based on the annual report text

information.

This method fully leverages the powerful capabilities of transformer models in processing natural

language, capturing complex dependencies in textual data. From the word level to the sentence

level, the transformer model extracts and aggregates information layer by layer, generating deep

representations that can be used for financial predictions. Through this hierarchical representation and

regression prediction, the model can avoid the problem of data loss caused by pre-trained models for

long text training, and more accurately extract key information from annual report texts that impact

the company’s stock volatility, thereby improving the accuracy and reliability of Beta predictions.

3.4. Portfolio Construction

Constructing a portfolio that aligns with investment goals and risk tolerance is a critical task in finance.

In this paper, we find that utilizing predictive analytics, particularly the predicted Beta values derived

from the analysis of annual report texts using a Hierarchical Transformer-based model, can significantly

enhance the strategic allocation of assets. This section outlines the methodology employed to build a

portfolio based on the Beta predictions, aiming to optimize risk-adjusted returns.

First, we extract the predicted Beta value from the prediction results of each model and sort them

according to the predicted Beta value. Second, we extract 20 companies from this prediction result to

build a portfolio. According to the principle of asset investment, in order to reduce the risk brought by

the portfolio, we adopt a hedging strategy, that is, to take out the 10 companies with the largest Beta

values and the 10 companies with the smallest Beta values to form a portfolio. In this way, even when

the stock market falls sharply, it can ensure that the assets of the portfolio will not shrink significantly,

that is, reduce the portfolio’s downside risk.

Then, we optimized the portfolio by constructing the capital market line (CML) to determine the

weight of each stock in the portfolio. First, we determined the efficient frontier in the capital market line

through CML. Second, through Monte Carlo simulation, we found the portfolio weight that maximizes

the return under unit risk, that is, the maximum Sharpe Ratio, see Equation 4. Where Rp is the expected

portfolio return, Rf is the risk-free rate, and σp is the risk of the portfolio), suggesting that risk-adjusted

returns work best.

Sharpe Ratio =
Rp −Rf

σp
(4)

From the prediction results (see Table 1), we can find that the model has the strongest performance

7
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Table 1
Beta Prediction Using 10-K Report “Item 1A: Risk Factor” Section

Mean Square Error (MSE)
Models

n=3 n=7 n=15 n=30 n=60 n=90 n=180

XGBoost + TF-IDF 9.53087 1.43068 0.83950 0.30795 0.17176 0.13650 0.09951

BERT (bert-base-uncased) 9.36212 1.40890 0.86511 0.33718 0.18489 0.15794 0.12033

RoBERTa (roberta-base) 9.33685 1.39831 0.82897 0.33769 0.18527 0.15515 0.11957

Longformer (longformer-base-4096) 9.40540 1.43685 0.89168 0.32439 0.17902 0.14855 0.12384

Hierarchical Transformer-based 9.27465 1.41573 0.84309 0.32341 0.17346 0.12015 0.09634

in predicting the Beta value of the next 180 days. Therefore, in the portfolio simulation, we choose to

monitor the cumulative returns within 180 days after the annual report is released for evaluation. Since

the annual reports are mostly released around March, we choose the date of the last company to release

the annual report among the 20 selected companies as the observation starting point and compare the

cumulative returns of the portfolio in these 180 days with the cumulative returns, comparing to the

S&P 500 market. The cumulative income for the portfolio was calculated using Equation 5:

Rc =
180∏
i=1

(1 +
20∑
j=1

Rijwij)− 1 (5)

Where i represents the days since the start of the observation period, j denotes each of the 20

companies in the portfolio, R represents the return, and w is the weight obtained from the previous

CML calculations. This structured approach not only tested the real-world applicability of our Beta

predictions but also provided insights into how these predictions could be employed strategically in

investment portfolio formulation.

4. Results and Discussion

4.1. Beta Prediction

The experimental results presented in Table 1 compare the effectiveness of various models in predicting

Beta values at different future time windows — 3, 7, 15, 30, 60, 90, and 180 days — following the release

of annual reports, using the “Item 1A: Risk Factor” section. While the prediction accuracy improved

with longer horizons, especially for the 180-day window, the shorter-term forecasts (3-day and 7-day

horizons) demonstrated significantly higher error rates. This suggests that the models are more suited

to long-term volatility predictions, possibly due to the market’s ability to digest and respond to the risk

factors disclosed in annual reports over time.

The predictive accuracy was quantified using MSE, revealing a diverse range of effectiveness among

the models evaluated, which included XGBoost, BERT, RoBERTa, Longformer, and the Hierarchical

Transformer-based model. Among these, the Hierarchical Transformer-based model demonstrated

superior performance for long-term horizons (90 and 180 days), which we attribute to its ability to

capture complex dependencies within the risk-related text of annual reports. This model’s hierarchical

structure allows for a better understanding of both sentence-level and document-level contexts, making

it more effective in capturing nuances of financial risks embedded in long texts.

In contrast, XGBoost’s performance was relatively stable over all time horizons, showcasing its

robustness with the best results observed at the 180-day mark. RoBERTa is similar to BERT in terms of

performance, especially in the medium to long term. However, because the data is lost due to truncation

during training, it does not show better performance than XGBoost. The Longformer model, which

is adept at handling extensive text, excelled in short-term predictions and remained competitive over

longer periods, a reflection of its architectural benefits for handling lengthy documents. Interestingly,

the Hierarchical Transformer-based model, while not performing as well in the short-term predictions,

8
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Figure 3: Portfolio Simulation Using the Predicted Beta (β)

demonstrated superior performance for the longer 90 and 180-day horizons. Its hierarchical approach

seems particularly well-suited for understanding the complex structure and content of annual reports,

enabling it to make more accurate longer-term predictions.

As the prediction horizon extends to 180 days, all models appear to improve in accuracy, suggesting

that the market’s reaction to the information contained in annual reports becomes clearer and more

substantial over time. This trend indicates that market efficiency might increase as information is

progressively assimilated by market participants.

In summary, the Hierarchical Transformer-based model exhibited outstanding performance in long-

term forecasting, which may be beneficial for long-term investment strategies. However, for investors

focusing on the short-term, the Longformer and XGBoost models might be more preferable. The choice

of model ultimately depends on the investor’s strategy and the desired prediction timeframe, balancing

the immediacy of prediction needs against the value of accuracy.

4.2. Portfolio Simulation

Figure 3 shows the cumulative returns for 2019 and 2020 across various forecast models in portfolio

construction and evaluated against the S&P 500 benchmark. The simulation results for both years clearly

indicate that the portfolios constructed using the predicted Beta values consistently outperformed the

S&P 500, particularly in periods of market stability.

In the graph of the year 2019, we observe that after a period of convergence in model performance,

all models began to outperform the S&P 500 benchmark. Throughout the year, the Hierarchical

Transformer-based model, especially over extended periods, demonstrated a notable lead, signifying its

stronger predictive capabilities and suggesting that it may more effectively capture long-term market

trends. The performances of XGBoost, BERT, and RoBERTa were fairly similar. The Longformer model,

while competitive, exhibited slightly more volatility.

In contrast, the graph of the year 2020 presented a different scenario. During significant market

fluctuations, the strategy of selecting hedged stocks worked, resulting in cumulative returns that did

not significantly fall below the S&P 500 benchmark. As the market began to recover, the Hierarchical

Transformer-based model distinguished itself with a robust upward trajectory, surpassing the benchmark

and suggesting that its advantage may be attributed to its nuanced understanding of complex risk

factors detailed in annual reports. The other models also showed recovery, indicating that the predicted

Beta values offer some guidance for market investment.

Comparing the two years, it’s clear to see that the Hierarchical Transformer-based model is more

effective at adapting and recovering from market fluctuations than other models. There’s a strong cor-

relation in performance trends among the models. However, the advanced structure of the hierarchical

model seems to enable it to utilize available information more effectively, particularly in turbulent and

long-term investment market conditions. While traditional and NLP-based models can capture market

9



Xiao Li et al. CEUR Workshop Proceedings 1–12

dynamics to a certain extent, the Hierarchical Transformer-based model leads to superior investment

portfolio performance due to its approach to integrating the context and structure of financial texts,

especially in the face of economic uncertainties. This performance makes it an appealing model for

investors seeking robust long-term strategies.

5. Conclusion

The paper mainly discusses the combination of NLP technology and traditional financial analysis, that is,

by extracting the risk analysis from the 10-K annual report to predict the Beta value of the relationship

between the company and the market. By employing deep learning, we demonstrate the extraction of

market-related asset volatility predictions from descriptive information. Our results demonstrate that

Hierarchical Transformer-based models possess significant capabilities in long-term Beta prediction.

Compared with the traditional transformer model, the design of the hierarchical model is better able to

capture the expression of risks in the 10-K report. In investment portfolios constructed by predicting

Beta values, deep learning predictions can bring higher returns than traditional quantitative data-based

investment portfolios. This provides a more comprehensive view of underlying market behaviour and

investment risks.

Furthermore, we found that although financial forecasting is promising in the field of NLP, it is not

without challenges. These challenges arise as financial reporting becomes more complex over time and

companies’ descriptions of risks change. Understanding these new changes in financial reporting will

be a significant challenge for existing models. However, with the birth of large language models (LLM),

the understanding of financial reporting will bring new changes. In future work, a model focused on

annual reports can be trained through a large language model. This helps predict market reactions and

company performance more accurately. At the same time, we can also analyze the influence of external

factors, such as geopolitical risks or global macroeconomic events, on financial forecasts. By expanding

the dataset to include such external variables, we hope to create more sophisticated risk models that

integrate textual information from annual reports with other sources of market-relevant data. This

multi-source approach will enable us to build a more comprehensive financial forecasting system that

can better capture the complexities of modern financial markets.
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