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Abstract

The ability to understand deep representations from trained Convolutional Neural Networks (CNN) in image
classification tasks is still limited when it comes to effectively justifying the reasons behind a given outcome.
This is due to the fact that most approaches focus on low-level features (such as pixels to generate saliency maps)
while human understanding is based on concepts and relations among those concepts. To address this problem,
we propose an approach that aims to extract high-level human concepts and their relations from deep learning
models by combining disentangled representations and Commonsense Knowledge Graphs and relying on textual
descriptions of visual relations as ground truth for evaluation. The concept extraction phase leverages Network
Dissection as a disentangled representation approach to collect global and local concepts learned by a trained
CNN combined with a linear classifier. The relation extraction step uses a CSKG as commonsense knowledge
graph to find relations between those concepts. The visual relation dataset Visual Genome is used as a ground
truth to validate the known relations. Based on relations coverage between the local and global features, our
approach paves the way to understand what a CNN learned in a way that can be easily interpreted by humans,
presenting the importance of specific concepts and relations for a given classification task.
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1. Introduction and Motivation

Deep learning models, specifically Convolutional Neural Networks (CNNs) [1], have revolutionised
computer vision applications such as image classification, object detection, and segmentation. While
these models have attained cutting-edge performance on a variety of tasks, their intrinsic complexity
and limited interpretability beyond visual cues pose substantial barriers to their use in real-world
applications where trustworthiness is key.

The field of Explainable AI (XAI) has gained significant traction as researchers aim to develop reliable
methods to unveil the deep neural network’s decision process. In image classification, XAI techniques
help identify which image features are critical for a model’s outcome. Visual approaches, such as those
described in [2, 3] focus on relating outputs with image features, but they require considerable human
interpretation and can produce inconsistent results across different samples in the dataset. As a result,
alternative strategies that go beyond visual explanations, including textual justifications and feature
relevance, have emerged. These include approaches for combining textual and visual data, simplifying
complex models, and utilising human-understandable concepts [4].

One of the key challenges in supporting human understanding of deep neural networks is the ability
to effectively disentangle low level features from high level concepts. This has motivated approaches
such as the one in [5], where disentangled concepts are ranked and considered as high-level features
at both local and global level. In order to improve understanding of deep representation in image
classification tasks beyond mere concept ranking, we want to enable discovery of relations among
disentangled concepts. To this aim, this research paper proposes an approach that leverages external
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knowledge graphs as well as textual descriptions for discovery, ranking and validation of semantic
relations among concepts top ranked concepts.

Our main contributions is a method that takes as input disentangled concepts learned from a CNN
trained for an image classification task, and leverages a commonsense knowledge graph to extract
meaningful relations among concept pairs. Our validation approach relies on the Visual Genome dataset’,
where concepts in images are related to their textual descriptions.

The remainder of the paper is organised as follows: Section 2 presents related works on concept
extraction from CNN and the use of knowledge graph for modelling relations. Section 3 describes
our approach; Section 4 discusses our experimental evaluation; and Section 5 concludes by discussing
challenges and promising directions.

2. Related Work

When it comes to image classification as computer vision task, most published works so far focus on
the use of CNN architectures to achieve the best performance. A more recent approach that is recently
emerging, known as Vision Transformers (ViT) [6], relies on attention mechanisms and their success in
natural language processing [7]. Although ViT outperforms CNN models in some cases, the difference
is not significant considering the additional time and data needed for training and the risk of increased
bias [8]. For these reasons, in this paper, we focus on using CNNs for our investigation.

When it comes to understanding the inner working of the model, among the approaches for explain-
ability we focus on feature relevance [9]: specifically, we are interested in how to effectively translate
relevant features into semantic concepts which humans can understand, and how to leverage knowledge
graphs to elicit relations among such concepts.

A concept refers to a high-level, human-understandable abstraction, such as the colour “black” or
the object “bicycle”, which are defined by humans and do not require any additional information for a
human to understand [10]. We can define a relation as a connection or association between two or more
concepts. This connection can be based on factors such as causality, similarity, proximity, or functional
dependence. For example, the concepts “bicycle” and “wheel” can be connected by a relation such as “a
wheel is part of a bicycle”, as well as “a bicycle contains a wheel.

Several approaches for DNN-based Relation Extraction have been proposed in Natural Language
Processing [11]. However, the use of knowledge graph is still under-investigated as a promising direction
to get direct access to the relational knowledge for explanation generation and reasoning, as well as
obtain robust outcomes that are less dependent of the input data [12]. To the best of our knowledge,
none of these approaches have been explored for image data specifically. The use of knowledge graphs
to bridge the gap between visual concepts and semantic relations is not assuming the presence of textual
labels or captions (although we need them for evaluation), and this characterises the new angle of our
approach, but also determines the lack of a comparative baseline.

For this reason, as part of related work, we focus on approaches that tackle each step individually,
namely: methods for concept extraction from deep models and the use of knowledge graphs to discover
relations between semantic concepts (mostly in text).

2.1. Concept Extraction

When it comes to explainability, it is necessary to go beyond feature-relevance [13], which focuses on
relating low-level features with high-level human concepts [14] assuming that each filter/neuron can
independently be responsible for learning one or more concepts.

Network Dissection [15] is one of such approaches for disentangled representation, which assign
relevant labels to each filter of a CNN. To achieve that, authors rely on the Broden dataset, composed of
pixel-annotated low-level concepts such as colours and high-level concepts such as objects. A trained
CNN uses the Broden dataset to compare the binary map from each image with each filter activation
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map: if the convolutional filter is substantially activated in areas of the image containing a given
human-labelled concept, the filter is considered to be “looking for” that concept for a particular test
image.

A different approach presented in [16] proposed a method to learn a decision tree which approximates
the hierarchy of concepts learned by a trained CNN. Unlike Network Dissection [15], this approach does
not rely on object-part annotations and is therefore only an approximation of the CNN decision process.
In addition, it can be subject to noise when filters are activated by unrelated visual concepts.

The approach in [17] suggests investigating how specific human concepts impact classification
outcomes based on Concept Activation Vectors (CAV). The general idea of CAV is to train a linear
(binary) classifier to separate each specific concept and use a directional derivative to assess concept
sensitivity for a particular class. This method identifies the relevance of a particular concept for the
selection of a class, but it is required that the user already knows which concepts are more descriptive
for that class to verify which ones affect a classification the most.

Despite these approaches rely on exposing a set of (pre-defined or dataset dependent) human concepts
that can help identify what the model learned for a specific sample, they do not provide a global charac-
terisation of how the model generalises to an entire class. An improvement in this direction is presented
in [5], where authors combine the Network Dissection approach for disentangled representations with
a linear classifier to understand which concepts the model learned both locally and globally. Local
concepts are those related to each input image, while global concepts are generalised over an entire
class. Specifically, authors in [5] use Network Dissection to identify the top-k local concepts for each
image of a given class, and train a linear SVM classifier to collect the best features that were more
important for the classification.

We believe human explanations are characterised by relations between concepts, as opposed to
concepts in isolation. To this aim, in this paper we focus on going from concepts to relations, and we
suggest doing that by leveraging approaches to relation extraction from knowledge graphs, applied
to a ranked list of concepts such as those generated in [5]. Relevant work on relation extraction and
knowledge graphs is presented in the next subsection.

2.2. Relation Extraction via Knowledge Graphs

A knowledge graph (KG) is a structured representation of knowledge containing entities, attributes,
and relations. KGs capture the meaning of unstructured data and provide a semantic framework for
intelligent systems [18]. KGs have been used in various applications, including question answering,
information extraction, and entity recognition [19]. They have also been used to combine data from
numerous sources, making complex data more accessible to reason about automatically. Machine
learning and artificial intelligence advancements have fuelled the creation of KGs from large-scale data
sources by using algorithms for knowledge extraction [20].

Commonsense KGs are specifically useful for reasoning about entities and their relations, which
people consider intuitive, and this knowledge is critical for artificial intelligence applications because it
has the potential to help machines understand and reason about the world like humans do.

The CommonSense Knowledge Graph (CSKG) [21] facilitates the use of such knowledge and it is a
resource that uses seven very diverse and disjoint sources: a text-based commonsense knowledge graph
ConceptNet”, a general-purpose taxonomy Wikidata®, an image description dataset Visual Genome [22],
a procedural knowledge source ATOMIC*, and three lexical sources: WordNet’, Roget®, and FrameNet'.
Through the combination of different sources, the CSKG offers a variety of nodes (objects or concepts)
and edges (relations) in order to provide a common sense knowledge base for reasoning.

*https://conceptnet.io/
*https://www.wikidata.org/wiki/Wikidata:Main_Page
*https://huggingface.co/datasets/allenai/atomic
*https://wordnet.princeton.edu/
Shttps://www.gutenberg.org/ebooks/22
"https://framenet.icsi.berkeley.edu/



KG have been employed to develop automatic methods for understanding the relations between
objects in a picture. For example, ConceptNet was used in the images following the classification work in
[23] to identify sample-specific relations. However, the method to align the concepts is mostly manual
[24], and it does not explain how the model learned those concepts and relations. Authors in [25]
also suggest an ontology-based approach to identify objects and their relations using a KG. However,
the KG alignment with the concepts and how the deep representation learned their relations is still
underinvestigated.

Concept-based explanation approaches discussed earlier in this section provide numerous ways for
interpreting what the CNN model learned, but they do not provide any tool or approach for automatic
relation extraction, which we aim to achieve using Knowledge Graphs.

This paper proposes a solution combining these two steps to go from concepts learned by a trained
CNN to relations via knowledge graphs. Building upon approaches for concept extraction such as those
in [15, 5] we aim to extract and validate relations among those concepts using CSKG as Commonsense
Knowledge Graph. Our approach is detailed in the next section.

3. Overall Methodology for Concepts and Relation Extraction and
Validation

The proposed approach has three phases, as illustrated in Figure 1: concept extraction, relation extraction
and relation validation. We rely on Network Dissection as in [15, 5] for concept extraction, while CSKG?
is used as knowledge graph to extract relations between concepts and the Visual Genome dataset is
used to validate learned relations. It is important to emphasise that each phase of the approach can
use different knowledge or dataset in order to extract the concepts and relations, as well as to validate
those relations. In the remainder of this section we describe the datasets and knowledge graph used in
our experiments, and we detail each of these phases separately.
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Figure 1: Conceptual diagram of the approach
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3.1. Datasets and Knowledge Graph

The Broden dataset [15] contains 63,305 images9 with detailed annotations for objects, parts, materials,
and scenarios, making it ideal for associating filters with high-level concepts in the concept extraction
step. In our experiments, we replaced the last fully connected layer of a pre-trained model for action
recognition based on the Action40 dataset [26], which includes 9,532 images across 40 action classes;
we also use the well-known CIFAR-10 [27] dataset, containing 60,000 small images across ten classes, as
a benchmark for our approach performance.

For Relation extraction, we rely on the CSKG (Commonsense Knowledge Graph) [21], which provided
a framework for investigating common-sense reasoning by exploring the relations between concepts,
with over 2 million concepts and 58 relations. The relations presented in this dataset are taxonomical and
lexically based, combined from different sources. In addition, the Visual Genome [22] dataset, containing
101,174 images which include around 42,000 distinct relations, was used for interpreting visual scenes,
with its extensive annotations of objects, relations, and scene attributes, aiding in validating relations
learned by the model.

3.2. Concept Extraction

In the concept extraction phase, we apply Network Dissection on a ResNet-152 model [28], trained on
ImageNet' similarly to [5], and we use transfer learning to adapt the model weights to the Action40
[26] and CIFAR10 [27] datasets. We identify the most relevant concepts for each input image by taking
the K highest-scoring filters in the last CNN layer, based on the mean of each activation map.

The linear SVM classifier is then used to identify the top K features per class (referred to as global
concepts); we then evaluate which semantic concepts better separate classes based on feature significance.
Authors in [5] had experimentally identified /' = 10 as the value obtaining the best (95%) precision for
both local and global concepts, therefore we used the same value for K.

3.3. Extracting Candidate Relations

Given the top K local and global concepts identified in the first phase, we query the CSKG knowledge
graphs for candidate relations among all combinations of concept pairs in the top K. This step relies on
query pattern matching via KGTK, a python library for KG manipulation'!. Note that in CSKG nodes
represent concepts and edges represent relations'?. In this preliminary investigation, and in order to
reduce the combinatorial complexity of this step, we only focused on direct relations between concepts:
the algorithm takes a concept pair as input and returns as output only direct edges between the nodes in
the concept pair. Note that at this point nodes are possible candidate relations based on commonsense
knowledge, and therefore we still need to verify whether the deep representation has learned such
relations. We do that as discussed in the next subsection.

3.4. Visual Validation of Candidate Relations

The Visual Genome dataset [22] contains pictures with tagged relations identified by bounding boxes.
In order to identify which relation our model is likely to have learned, we proceed as follows:

1. for every candidate relations R; among concepts C and C extracted from CSKG, we identify all
images I; in Visual Genome representing R;"%;

2. every image I; for a given relation I?; is passed through the model used for concept detection,
with the hypothesis that if the two relevant concepts C; and C for R; are among the top ten
activated filters, the network has likely learned the corresponding relations;

*http://netdissect.csail.mit.edu/data/broden1_227.zip
https://www.image-net.org/
"https://kgtk.readthedocs.io/en/latest/transform/query/
“https://github.com/commonsense/conceptnet5/wiki/Relations

“Here we use string matching between CSKG and Visual Genome concepts



3. due to differences in relation names between CSKG and Visual Genome, we relaxed the exact string
matching approach by comparing the results obtained with the use of Named-Entity Resolution
(NER) approaches from Natural Language Processing (namely from spacy.io'* and NLTK'*) and
the well known word2vec'®.

The reason we selected Visual Genome as a more robust approach to validation as opposed to Large
Language Models such as GPT-4!7 or Gemini'®, is the reduced risk of hallucinations [29], as well as
the ability to have access to a visual representation of relations that we could use as a ground-truth to
relate concepts to disentangled filters.

4. Experimental Evaluation

Our experiments were conducted on a machine running Linux Mint 21.2, with 48 CPUs and 128 GB of
RAM. We rely on two main Python libraries: Pytorch!® for training and testing the models and KGTK to
work with the knowledge graph. The code used in this research is available on the GitHub repository °.

The concepts extraction phase on ResNet-152 pre-trained on the Imagenet dataset resulted in 162
different concepts including object, part, material, and colour. We started from this pre-trained model
and applied transfer learning, freezing all the trained layers and replacing the fully connected layers
with the linear classifier. This enabled us to apply concept extraction, relation extraction and validation
(with string matching and with Named-Entity Resolution or NER) on two different datasets, namely
Action40 and CIFAR-10.

The results of our analysis are presented in Table 1, where we can see the number of global (# R
(Global)) and local (# R (Local)) unique relations extracted using CSKG, the percentage of the Visual
Genome images containing the K local and global concepts extracted from each dataset (% VG Images),
and the total number of unique relations learned using Visual Genome (#R (VG)). Note that the percentage
of images from Visual Genome, and the relations learned are not distinguished as local and global, as
they relate to the entire model when considering the overlap between local and global.

Table 1

Candidate local and global relations from CSKG, Percentage of the Visual Genome images that contain
the same pair of concepts in local and global relations from CSKG, and Relations found using the Visual
Genome only.

# R (Global) | # R (Local)
CSKG CSKG % VG Images | # R (VG)
| Actiond0 | 339 | 2495 | 12% | 3434 |
| CIFAR-T0 | 137 | 2,176 | 14% | 2,566 |

Based on the relations learned (Table 1, last column), we can now look for relations that are present in
both CSKG and VG, both local and global. Table 2 shows these common relations found by simple string
matching (#R) and by relaxing the matching using NER approaches (#R_NER). We consider the sum of
unique relations extracted by any of the three NER approaches. We did not consider the contribution
of each single approach for this analysis. Table 2 also presents the percentage of relations validated
from Visual Genome more than once, that were also present in CSKG (%R_VAL) separated in global
and local relations respectively. We use this threshold (relation validated more than once) to increase
the likelyhood that the relation was actually learned. This means, for example, that starting from the

“https://spacy.io/models/en#en_core_web_lg
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candidate global relations (Table 1 #R (Global)), extracted from the combination of the top K features
and the CSKG in the candidate relation extraction phase, only 8% were validated as learned by the
model for the Action40 dataset.

Table 2
The number of relations found, locally and globally (R), their relaxation with NER (R_NER), and the
percentage of global and local relations candidates validated.

# R_NER

#R_NER | % R_VAL | % R_VAL

# R (Globa | Gloaly | #R(UoaD | caly | (Global) | (Local)

| Action40 | 7 | st | 23 | 166 | 8% | 9% |
| CIFAR-10 | 1 s | 23 | 18 | 2% | 3% |

We observe that the there is a high number of local relations, but when validated across the instances
of a class, only a few of those relations are likely to influence the classification task. Our method allows
us to identify such global relations reducing noise.

In order to capture a more fine grained view of this phenomenon per class, we define the notion of
coverage which measures how many local relations (for all images of a given class) are also present
as global relations for that class. These global relations are relations among concepts specific to that
class, as they best separate that class’s feature space. If at least one relation is given, the globally rated
relations make sense with the local ones. The coverage formula is as follows:

> Cle,ge

#Lc
where Coverage, is the coverage for a specific class ¢, ) (), 4, is the sum of the instances where the
local (I.) and global (g.) relations have at least one element in common for class ¢, and #L. is the
number of local instances that belongs to the class c. Figures 2 and 3 present values of C'overage,. for
each of the two datasets.

This analysis helps clearly identify classes with very low coverage (such as “reading”) where the
identified local relations are not likely to be influencing the classification task, versus classes with high
coverage (such as “riding_a_bike”) where significant global relations are present in most of the local
instances. Figure 4 presents an example of how our method works for the class “riding_a_bike” in the
Action40 dataset.

It is shown that, based on the top concepts extracted from the first phase, ten local relations based on
an instance of “riding a bike” and three global relations for the same label were selected as candidates.
In the validation step, images from Visual Genome, which contain the concepts presented in the relation
candidates, are used to verify which relation was learned by the model. In this case, only the “wheel
is part of a bicycle” was identified as having been learned. As the relation learned is presented both
locally and globally, we then define that the relation covers this case.

We might be tempted to say that for classes with low coverage, the model is likely to not have
learned relations that are crucial for the classification tasks, and this might be used as a starting point to
investigate how to better train the model for those classes, for example by looking at class imbalances
or data augmentation techniques as well as knowledge injection mechanisms.

However, we are aware that the values for coverage might also depend on other factors. For example
it might depend on how well the linear classifier identifies concepts that separates classes well. It might
also be due to the quality of the concept extraction approach based on Network Dissection, which in
turn might depend on the quality of the dataset. For a low-resolution dataset such as CIFAR-10, for
example, we observe that only classes “dog” and “bird” have high coverage. This observation would
need to be confirmed by conducting an ablation study to identify the quality of concepts and how they
affect the overall pipeline, and this is an area for further investigation.

Furthermore, a deeper investigation would be required to identify the impact of different concept
extraction techniques (both global and local), before reaching a conclusion on how well the extracted
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Figure 2: Coverage on Action40

relations are implicitly learned by the model.

5. Conclusion and Next Steps

Efforts to improve CNNs’ transparency have insofar largely focused on visual cues to highlight what
pixels in an image most influenced the prediction. While useful, these methods fall short in providing a
truly understandable and human-friendly explanation. In response to this limitation, we developed
an approach to extract and validate relations among disentangled concepts from CNN models trained
on image classification tasks. Our approach combining concept extraction techniques and knowledge
graphs paves the way towards a deeper understanding of trained CNNs’ in terms of concepts and
semantic relations among them, and therefore it has the potential to support human understanding of
how these black-box models reach their decisions, and potentially improve the learning process.

We are aware that more investigation is required to reach this ambitious goal, and we have iden-
tified some limitations of our approach that we plan to extend in future work. One limitation of our
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method is its reliance on Network Dissection, which may not fully capture the complexities of human-
understandable concepts. This could be addressed by relying on larger datasets with pixel-level concept
labels, or by exploring alternative methods for disentangling concepts, such as Concept Activation
Vectors [17] or CLIP-Dissect [30]. Additionally, there is the need to measure consistency between
commonsense knowledge graph relations and the concepts derived from Network Dissection and Visual
Genome, and define additional metrics that can help identify the suitability of different knowledge
graphs. A broader comparison on the use of different image datasets and external knowledge graphs
would be beneficial to analyse how the method proposed in this work can adapt to different domains
and how the selection of validation data and knowledge graphs affects the results.
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