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Abstract
This paper presents a modernization of the neural network architecture based on concept lattices, FCA-CLNet,
utilizing pre-clustering of data based on groups of attributes, unified by a shared interpretable meaning. This
approach aims to create a compact model for data classification, with the added benefit of enabling subsequent
interpretation of results in scenarios involving a large number of data features.
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1. Introduction

Interpretability in the context of neural networks is an important aspect of research, as it allows
us to understand how and why the model makes certain decisions. In recent years, interpretable
neural networks have been actively researched and developed in order to overcome the problem of the
"black box" and ensure the clarity and explainability of the decision-making process. This is especially
important in areas where the decisions made by the model have a significant impact on people’s lives
and well-being, such as medicine, finance and justice. Finding a balance between the high performance
of the model and its interpretability is a key factor for creating reliable and transparent systems capable
of interacting with people in confidence.

With the growing demand for AI explainability, many papers addressed the problem of explaining
«black box» systems and simultaneously tried to formulate the criteria and measures for evaluating
explainability of the model design. In [1] the authors suggested using three core criteria for evaluating
machine learning models, namely, interpretability, transparency and explainability. In [2] it was
proposed to use expert opinions combined with statistical methods to measure the effectiveness of
machine learning models. A first attempt in making a theory of interpretable neural networks (INNs)
seems to be made in [3]. The authors managed to align the sparse coding method with existing neural
network’s architecture, so that the system had the interpretability of the model-based method and the
efficiency of the learning-based one.

A series of works have intended to review and classify all existing interpretable methods. In [4] the
authors have classified existing interpretable approaches by problem addressed, black-box type and
explanation provided, with the purpose to help researchers solve the needed tasks. In [5] the authors
suggested to divide interpretable neural network approaches into two types, model decomposition neural
networks and semantic interpretable neural networks (INNs). The first one unites methods which inherit
domain theoretical knowledge and implement it in the neural network architecture. The decomposition
alternative INN starts by taking a complicated mathematical or physical model and breaking it down into
smaller, manageable modules. After that it maps the computing of the obtained modules in accordance
with the prior knowledge with hyper-parameters of neural network or its hidden layers, thus enhancing
their interpretability [6, 7]. The idea can be described as using controllable artificial parameters and
structures of neural network instead of the weights without mathematical and physical meaning. This
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approach requires a theoretical model of the domain. An illustration of this concept is the utilization of
convex or non-convex optimization algorithms to address mathematical modeling challenges, providing
a framework for shaping the objective function. This method is applicable to such tasks as solving partial
differential equations (PDE) [8], image deblurring, super-resolution, and other problems [9, 10, 11]. The
second approach is semantic INNs [12], which is meant to explain the model’s decision afterwards, with
the process close to human semantic interpretation. The authors highlighted three different branches in
this approach, namely, convolution neural network (CNN) visualization [6], decision tree regularization
[13], and semantic knowledge graph [14]. In [15] the taxonomy of interpretable methods was proposed.
This paper categorized existing architecture designs by three criteria, namely, the type of engagement
(passive or active), the type of explanation and the focus, varying from local to global interpretability
and provided the way how to order them in subcategories. The first architecture of neural networks
based on the formal concept analysis (FCA) approach was proposed in [16]. In this work the authors
propose building neural networks based on concept lattices and on lattices coming from monotone
Galois connections. Later, in 2022 in [17] the authors integrated conceptual information into the message
passing through graph neural networks (GNNs). The authors of [18] proposed an approach using BERT,
which can learn more information from the maximal bi-cliques, which correspond to formal concepts,
and use them to make link prediction.

This paper explores the potential of incorporating clustering methods into a compact neural network
architecture. Specifically, it introduces a modernization of the neural network framework, FCA-CLNet,
which leverages concept lattices in conjunction with pre-clustering of data based on semantic attribute
groups. The proposed approach is particularly suited for scenarios involving a large number of data
features and aims to improve the interpretability of the model’s performance.

2. Clustering

Clustering is a widely used useful tool for working with big data and data mining. A large number of
clustering algorithms have been developed, each of which has its own area of application. A number
of works have been devoted to creating a taxonomy of clustering methods. In [19] authors proposed
a categorization framework to classify existing clustering algorithms into groups. They divided all
algorithms into partitioning-based, hierarchical-based, density-based, grid-based and model-based:

Partitioning-based algorithms [20] first set the clusters from initial data and then redistribute the data
points towards better group organization. Widely used K-means algorithm belongs to this category.

Hierarchical-based methods are intended to organize data hierarchically, based on the medium of
proximity. Using these methods datasets can be represented by dendrograms, where each leaf node
corresponds to an individual data point. Hierarchical-based methods are divided into agglomerative
(bottom-up) and divisive (top-down) approaches [21]. In the former the process starts with clusters
containing one object, and then they are united together towards more suited. In the latter the whole
dataset is one cluster at the beginning and then it is recursively split into smaller ones till reaching the
stopping criterion.

Grid-based methods are based on splitting the data space on grids and accumulating grid-data. The
advantages of this approach are fast processing time and independence of the number of data objects.

In model-based methods [22] it is supposed that there is a mixture of probability distributions that
generate the given data, so these approaches try to accommodate the data to the predefined mathematical
model. These approaches are divided into statistical and neural network approaches.

In this paper, we chose four well-known clustering algorithms for preclustering the data features:
K-means, Mean-Shift, DBSCAN and HDBSCAN.

3. Formal Concept Analysis

In FCA-CLNet architecture we operate with the terms related to formal concepts analysis (FCA). Let us
recall some basic definitions of FCA [23]. The basic FCA structure is a binary datatable, called formal
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context, where rows stay for the set of objects, denoted by 𝐺, the columns stay for the set of attributes,
denoted 𝑀 and binary relation 𝐼 ⊆ 𝐺 ×𝑀 is defined in the way so that (𝑔,𝑚) ∈ 𝐼 if the object 𝑔
possesses the attribute 𝑚. The triple 𝐾 = (𝐺,𝑀, 𝐼) is called a formal context. Derivation operators
(·)′ for 𝐴 ⊆ 𝐺, 𝐵 ⊆ 𝑀 are defined as follows:

𝐴′ = {𝑚 ∈ 𝑀 | 𝑔𝐼𝑚 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑔 ∈ 𝐴}, (1)

𝐵′ = {𝑔 ∈ 𝐺 | 𝑔𝐼𝑚 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑚 ∈ 𝐵}, (2)

These derivation operators form (antimonotone) Galois connection on the ordered powersets (2𝐺,⊆)
and (2𝑀 ,⊆).

we define a classical formal concept of a formal context 𝐾 as a pair (𝐴,𝐵) such that 𝐴 ∈ 𝐺,
𝐵 ∈ 𝑀 , 𝐴′ = 𝐵, 𝐵′ = 𝐴. Here 𝐴 is called an extent and 𝐵 is called an intent of the formal concept
(𝐴,𝐵).Classical formal concepts are ordered by the relation ≥:

(𝐴1, 𝐵1) ≤ (𝐴2, 𝐵2) ⇐⇒ 𝐴1 ⊆ 𝐴2, (3)

which defines a complete (algebraic) lattice on the set of concepts called concept lattice 𝐿 = (𝐺,𝑀, 𝐼).
The covering relation corresponding to the partial order ≤, (if it exists) is defined as ≺:

(𝐴1, 𝐵1) ≺ (𝐴2, 𝐵2) ⇐⇒ (𝐴1, 𝐵1) ≤ (𝐴2, 𝐵2) (4)

and there is no concept (𝐴3, 𝐵3) such that (𝐴1, 𝐵1) < (𝐴3, 𝐵3) < (𝐴2, 𝐵2).
Classical formal concepts are also called antimonotone formal concepts or formal concepts based on

antimonotone Galois connection.
In our study we use another type of formal concepts called formal concepts based on monotone Galois
connection or monotone formal concepts [24]. They are defined as pairs (𝐴,𝐵), which satisfy monotone
Galois connection, that is

𝐴∨ = {𝑏 | ∄𝑎 ∈ 𝐺∖𝐴 such that 𝑎𝐼𝑏}, (5)

𝐵∧ = {𝑎 | ∃𝑏 ∈ 𝐵 such that 𝑎𝐼𝑏}, (6)

where 𝐴 ⊆ 𝐺,𝐵 ⊆ 𝑀 and 𝐴 = 𝐵∨, 𝐵 = 𝐴∧.

In other words, for each set of objects 𝐴, we match all the attributes belonging only to objects from
𝐴′. On the other hand, the set of attributes 𝐵 corresponds to the set of all objects 𝐵′ satisfying at least
one attribute from 𝐵. 𝐴 and 𝐵 are also called an extent and an intent of the formal concept.
A partial order on the set of all monotone formal concepts is defined as:

(𝐴1, 𝐵1) ≤ (𝐴2, 𝐵2) ⇐⇒ 𝐴1 ⊂ 𝐴2 ↔ 𝐵1 ⊂ 𝐵2. (7)

.
We also can define monotone concept lattice based on this partial order.
All monotone formal concepts can be obtained from the given formal context 𝐾 = (𝐺,𝑀, 𝐼) by finding
its complement context �̄� = (𝐺,𝑀, 𝐼) and then finding all its classical formal concepts.

4. FCA-CLNet

The proposed method utilizes a neural network architecture based on concept lattices. The idea of this
neural network was proposed in [16]. This article extends the approach by incorporating an additional
step, namely data pre-clustering, to derive novel features.

The method description is as follows:

Suppose 𝐾 = (𝐺,𝑀, 𝐼) is a formal context, where 𝐺 is the set of objects, 𝑀 is a set of attributes and
𝐼 is a binary relation.
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Figure 1: Dataset preprocessing using clustering

1. From the set of attributes 𝑀 choose disjoint sets of attributes 𝑀1,𝑀2, . . . ,𝑀𝑘, such that
𝑀1 ∪𝑀2 ∪ . . . ∪𝑀𝑘 = 𝑀 and elements of each set can be unified by a shared interpretable
meaning. For example, for the formal context related to banking data, such attributes as “gender”,
“marital status”, “number of dependents” can be unified as “client personal information”, and
“education”, “self-employment”, “income”, “co-applicant’s income” as “the client’s ability to repay
the loan”.

2. Separately apply a chosen clustering method to the attribute sets 𝑀1,𝑀2, . . . ,𝑀𝑘 and obtain clus-
tering results as sets of clusters 𝐶1 = {𝑐11, ..., 𝑐1𝑡}, 𝐶2 = {𝑐21, ..., 𝑐2𝑡}, . . . , 𝐶𝑘 = {𝑐𝑘1, ..., 𝑐𝑘𝑡}.

3. Create a new formal context 𝐾𝑐𝑙 = (𝐺,𝑀𝑐𝑙, 𝐼𝑐𝑙), where 𝐺 is the initial set of objects, 𝑀𝑐𝑙 =
{𝐶1 ∪ 𝐶2 ∪ . . . ∪ 𝐶𝑘} is a new attribute set, where each attribute stands for a cluster, 𝐼𝑐𝑙 - a
binary membership relation to a given cluster. The example of dataset transformation is shown
at Figure 1.

4. Find the most stable concepts based on monotone Galois connection [24] according to ∆ −
𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 index [25]. Algorithm Sofia [26] can be used for this purpose.

5. Choose the “most interesting” concepts based on interestingness indices [27] to reduce the size
of concept lattice (F1-score, accuracy, etc.) The example of concept lattice size reduction is shown
at Figure 2.

6. Build neural network based on the reduced concept lattice. The architecture of the neural network
is given as follows (Figure 3):

• Input layer is created by the obtained attributes from dataset pre-clustering. Each attribute
represents one of the clusters.

• Hidden layers consisting of neurons corresponding to the resulting clusters.
• Last hidden layer is connected to an output layer in which the number of neurons

corresponds to the number of classes.

Figure 2: Concept lattice size reduction using "most interesting" concepts

In the current study, two approaches for choosing “the best” concepts were tested: based on F1-score
and based on the accuracy metrics. For a single concept (𝐴,𝐵), the metrics was calculated with the
following method:
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Figure 3: Neural network architecture based on concept lattice

• Assume that:
𝑦𝑝𝑟𝑒𝑑[𝑔𝑖] = 𝑇𝑟𝑢𝑒, 𝑖𝑓 𝑔𝑖 ∈ 𝐴,
𝑦𝑝𝑟𝑒𝑑[𝑔𝑖] = 𝐹𝑎𝑙𝑠𝑒, 𝑖𝑓 𝑔𝑖 /∈ 𝐴; - an object is predicted True if it is in the extent of the concept
and False otherwise;

• F1-score
F1-score = F1-score(𝑦, 𝑦𝑝𝑟𝑒𝑑𝑠), where 𝑦𝑝𝑟𝑒𝑑𝑠 - predicted target values, 𝑦 - real target values;

• accuracy = accuracy(𝑦, 𝑦𝑝𝑟𝑒𝑑𝑠);
• Sort the concepts by the metrics value and choose 10 top concepts for building the neural network.

5. Experimental Part

To automatically find concepts for the FCA-CLNet architecture, build and train a neural network, this
study uses the FCApy library (https://pypi.org/project/fcapy). This library provides the necessary tools
for working with formal concepts and allows to automate the process of building and training a neural
network based on these concepts.

Also, for a general understanding of the neural network, it is worth noting that sigmoid activation
function is used for hidden layers. The value of softmax function is used for the output layer. When
learning, binary cross-entropy is used as a loss function, and the Adam algorithm with the learning
rate = 0.01 is used as an optimizer.

In this study, the performance of the model was compared with the following basic methods: KNeigh-
borsClassifier, LogisticRegression, RandomForestClassifier, CatBoostClassifier, XGBClassifier and Tab-
NetClassifier. Each of these methods was tested both on the initial dataset and on the dataset after
clustering.

6. Data Description

For the purpose of our study we have chosen three datasets for binary classification from UCI Machine
Learning Repository (https://archive.ics.uci.edu/) (Table 1):
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Table 1
Dataset characteristics

Dataset Number of objects Number of attributes
Number of classes
in target attribute

Credit Approval 690 15 2
Wine Quality 4898 11 2
Mammographic Mass 961 5 2

Each dataset represents a separate task and has its own unique characteristics, such as feature types,
data size, class distribution, and noise presence. This approach allows one to consider different scenarios
and evaluate the performance of models on different types of data.

7. Results

For the experimental evaluation, four clustering methods were applied for feature pre-clustering: K-
means, Mean-Shift, DBSCAN, and HDBSCAN. 10 "most interesting" concepts were selected as neurons
for the neural network architecture using two distinct concept selection methods. The results obtained
for these two methods are presented in Table 2.

Table 2
FCA-CLNet concept selection method results (10 concepts). Weighted F1-score.

Clustering method Best concepts selection Loan Approval Wine Quality Mammographic
K-means F1-score 0.79 0.76 0.79

Accuracy 0.83 0.7 0.76
Mean-Shift F1-score 0.84 0.72 0.74

Accuracy 0.84 0.74 0.79
DBScan F1-score 0.79 0.7 0.75

Accuracy 0.81 0.69 0.76
HDBScan F1-score 0.79 0.71 0.77

Accuracy 0.86 0.7 0.73

The table shows that there is no significant difference in performance among the concept selection
methods across all three datasets. For the K-means clustering approach, the F1-score-based concept
selection method demonstrates better results in two out of the three datasets. The higher performance
observed in the Loan Approval dataset may be attributed to the fact that the grouped features for
clustering are more semantically similar than in the other datasets. Conversely, the method performs
worst on the Wine Quality dataset, potentially indicating that this method is more effective when
features can be easily divided into interpretable groups.

Subsequently, the performance of the proposed model was compared with that of classical machine
learning methods on the same datasets. The performance of the FCA-CLNet model is very close to that
of classical machine learning models, see Table 3.

8. Conclusion

In this paper, we investigated the application of feature pre-clustering for computing neural network
architecture based on concept lattices, The proposed FCA-CLNet method demonstrated performance
comparable to that of classical machine learning models, suggesting the potential for successfully
integrating clustering methods into FCA-based approaches. While the results are promising, further
development of the model is necessary to enhance its performance.
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Table 3
Model Comparison. Weighted F1-score.

ML method Clustering Method Loan Approval Wine quality Mammographic
K-Neighbors Without clustering 0.64 0.71 0.80

K-Means 0.70 0.69 0.82
Mean-Shift 0.71 0.66 0.81
DBScan 0.70 0.67 0.81
HBDScan 0.69 0.66 0.80

Logistic Regression Without clustering 0.72 0.74 0.81
K-Means 0.72 0.71 0.84
Mean-Shift 0.72 0.68 0.84
DBScan 0.74 0.69 0.81
HBDScan 0.72 0.69 0.81

Naive Bayes Without clustering 0.19 0.73 0.81
K-Means 0.72 0.68 0.80
Mean-Shift 0.22 0.38 0.84
DBScan 0.68 0.54 0.64
HBDScan 0.35 0.60 0.62

Random Forest Without clustering 0.72 0.80 0.79
K-Means 0.70 0.72 0.82
Mean-Shift 0.73 0.68 0.84
DBScan 0.72 0.69 0.81
HBDScan 0.72 0.74 0.82

XGBoost Without clustering 0.66 0.81 0.80
K-Means 0.72 0.73 0.82
Mean-Shift 0.73 0.68 0.84
DBScan 0.72 0.70 0.82
HBDScan 0.72 0.68 0.82

FCA - CLNet K-Means 0.79 0.76 0.79
Mean-Shift 0.84 0.72 0.74
DBScan 0.79 0.7 0.75
HBDScan 0.79 0.71 0.77
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