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Abstract
Formal concepts can be considered as rigid biclusters where all objects from the bicluster (formal extent) share all
attributes from the intent. Relaxed versions of concept-based bicluster, e.g. OA-biclusters, are also well-known.
In this note we show that axial (aka monotone, disjunctuve) concepts arising from axialities (adjunctions on
powersets of objects and attributes) can help to perform clustering of tricky data like those where clusters are not
separable by hyperplanes or present complex dynamical objects, where standard formal concepts and interval
patterns would hardly help to catch the required patterns.
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1. Introduction

It is well known that Formal Concept Analysis (FCA) presents natural tools for clustering [1]. A formal
concept can be considered as a rigid (bi)cluster where all objects of the (bi)cluster (formal extent)
share all attributes of the intent, which embodies the similarity of the objects from the extent. Relaxed
versions of concept-based bicluster, e.g. OA-biclusters [5, 6] are also well-known. Another well-studied
FCA-based clustering model is the one based on interval pattern structures [7]. Clustering based on
equiconcepts in symmetric contexts, where extents and intents coincide as studied in [12, 13]. In this
note we show that axial (disjunctive [9]) concepts arizing from axialities (adjunctions aka residuated
mappings or monotone Galois connections on powersets of objects and attributes) [1] can help to
naturally cluster tricky data like dynamic streaming data or data of the form 1.1, 2.1, 4.1 in Figure 1,
where clusters are dense sets of points with clear connectivity property, so that standard formal concepts
and interval pattern concepts would hardly help to catch the required patterns.

2. Definitions and Main Idea

First, let us recall the definitions of (interval) pattern structure and pattern concept [4, 7].
A pattern structure [4] is a triple (𝐺,D, 𝛿), which is a generalization of a formal context (𝐺,𝑀, 𝐼) so

that 𝐺 is a set of objects, D = (𝐷,⊓) is a complete semilattice on descriptions from set 𝐷 with meet
(infimum) ⊓, and 𝛿 : 𝐺→ D takes an object from 𝐺 to its description in 𝐷. For any pattern description
𝑑 ∈ D one can define its pattern extent 𝑑◇ = {𝑔 ∈ 𝐺 | 𝑑 ⊑ 𝛿(𝑔)} and for any subset of objects 𝐴 ⊆ 𝐺
one can define its pattern intent 𝐴◇ = ⊓{𝛿(𝑔) | 𝑔 ∈ 𝐴}. A pair of corresponding pattern extent 𝐴 and
pattern intent 𝑑 forms a pattern concept: (𝐴, 𝑑), where 𝐴◇ = 𝑑, 𝑑◇ = 𝐴.

The description semilattice of an interval pattern structure [7] Dint consists of tuples of real-numbered
intervals Dint, where intervals are ordered by interval subsumption ⊑int:
Dint = {[𝑙, 𝑟] | 𝑙, 𝑟 ∈ R, 𝑙 ≤ 𝑟} and ∀[𝑙1, 𝑟1], [𝑙2, 𝑟2] ∈ Dint, [𝑙1, 𝑟1] ⊓int [𝑙2, 𝑟2] =

[𝑚𝑖𝑛{𝑙1, 𝑙2},𝑚𝑎𝑥{𝑟1, 𝑟2}] so that [𝑙1, 𝑟1] ⊑int [𝑙2, 𝑟2] ⇐⇒ [𝑙1, 𝑟1] ⊇ [𝑙2, 𝑟2].
Interval pattern concepts propose a natural way of clustering numerical data as proposed in [7]. The

experiments show that interval pattern concepts, whose intents make hyperrectangles with axis-aligned
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edges and faces can be successfully used for clustering data like 5.1, 6.1 (Figure 1), can be used with less
success in clustering data like 3.1 and perform much worse for data of the form 1.1, 2.1, 4.1.

So, in this note we propose another FCA-based tool - called axial (aka disjunctive, monotone [9])
concepts - which can help in clustering data that are hard to cluster using formal or interval pattern
concepts.

Let 𝐾 = (𝐺,𝑀, 𝐼) be a formal context, then axialities (aka adjunctions or residuated mappings on
powersets) [2] are defined for 𝐾 as

←𝐴 = {𝑏 ∈𝑀 | 𝑎𝐼𝑏 for no 𝑎 ∈ 𝐺 ∖𝐴}, (1)

→𝐵 = {𝑎 ∈ 𝐺 | 𝑎𝐼𝑏 for some 𝑏 ∈ 𝐵}. (2)

where 𝐴 ⊆ 𝐺 is a subset of objects and 𝐵 ⊆𝑀 is a subset of attributes.
An axial (or disjunctive [9]) concept based on axialities is defined in a similar way as the standard

formal concept [3], i.e. as a pair (𝐴,𝐵), where 𝐴 ⊆ 𝐺,𝐵 ⊆𝑀 and 𝐴 =→ 𝐵,𝐵 =← 𝐴. Unlike formal
concepts, the extents and intents of axial concepts are isotonic, i.e. for two axial concepts (𝑋1, 𝑌1) and
(𝑋2, 𝑌2) one has 𝑋1 ⊆ 𝑋2 iff 𝑌1 ⊆ 𝑌2

While for some clusterization tasks in the left column of Figure 1, like 3,5,6, the generalization
of formal concepts to interval pattern concepts fits quite well, the clustering tasks 1,2,4 are hardly
well-solvable by means of interval patterns, since they make only axis-aligned hyperrectangles and are
insensitive to density and continuity properties of data.

Here we propose to apply axial concepts by first making a transformation of original data, which is
well-known in Machine Learning as the “kernel trick”[10].

First, we introduce data model which will be studied further. Let 𝐺 be a set of data points in a metric
space with metric 𝑑. Let 𝐴1, . . . , 𝐴𝑛 be disjoint subsets of data points: 𝐴𝑖 ⊆ 𝐺, 𝐴𝑖 ∩𝐴𝑗 = ∅. We call
the family of sets 𝐴1, . . . , 𝐴𝑛 (𝜀, 𝑘)-dataset if 𝑑(𝑎𝑖, 𝑎𝑗) > 𝜀 for every 𝑎𝑖 ∈ 𝐴𝑖 and 𝑎𝑗 ∈ 𝐴𝑗 where 𝑖 ̸= 𝑗.

Let us define the following formal context, which we call 𝜀-kernel context: (𝐺,𝐺, 𝐼𝜀), where 𝐼𝜀 ⊆
𝐺×𝐺 is defined as (𝑔, ℎ) ∈ 𝐼𝜀 iff 𝑑(𝑔, ℎ) ≤ 𝜀.

Proposition 2.1. For each cluster 𝐴𝑖 there is an axial concept (𝐴𝑖, 𝐴𝑖) of the context (𝐺,𝐺, 𝐼𝜀).

Proof. By the construction of the context (𝐺,𝐺, 𝐼𝜀) every subset 𝐴 ⊆ 𝐴𝑖 makes the monotone concept
(𝐴,𝐴).

Example 1. Consider a simplified example of the “half moons” dataset of type 2.1 in
Figure 2 where the set of data points is 𝐺 = {𝑔1, . . . , 𝑔12} as in Figure 2, with 𝐴1 =
{𝑔1, . . . , 𝑔6}, 𝐴2 = {𝑔7, . . . , 𝑔12} and 𝑑(𝑔1, 𝑔2), 𝑑(𝑔2, 𝑔3), 𝑑(𝑔3, 𝑔4), 𝑑(𝑔4, 𝑔5), 𝑑(𝑔5, 𝑔6) < 𝜖 and
𝑑(𝑔7, 𝑔8), 𝑑(𝑔8, 𝑔9), 𝑑(𝑔9, 𝑔10), 𝑑(𝑔10, 𝑔11), 𝑑(𝑔11, 𝑔12) < 𝜀 and for any 𝑔𝑖 ∈ 𝐴1 and 𝑔𝑗 ∈ 𝐴2 one
has 𝑑(𝑔𝑖, 𝑔𝑗) > 𝜀.Then the cross-table of (𝐺,𝐺, 𝐼𝜀) is given in Table 1.

Consider now that 𝜀 takes values 𝜀1 < 𝜀2 < 𝜀3. For 𝜀 = 𝜀1 close to zero, the resulting clusters would
contain only single points. Increasing 𝜀 to 𝜀 = 𝜀2 we obtain two clusters staying for sets 𝐴1 and 𝐴2. If
we increase 𝜀 further to 𝜀 = 𝜀3, the clusters will merge in one.

Similar effects will be observed for data of the types 1.1, 4.1 in Figure 1. As for data of the types 3.1
and 5.1 where there are “bridges” between clusters, let us consider the following example.

A part of the diagram of the axial concept lattice for Example 1 is given in Figure 4.
Example 2. Consider a point dataset in Figure 5. Here two clusters 𝐴1 and 𝐴2 are not totally disjoint,

but have a “bridge” element 𝑔5 shared by both clusters.
Figure 6 gives the diagram of the axial concept lattice for the context in Table 2. Notation 𝑎, 𝑏 with

𝑎 < 𝑏 denotes the set of elements (both objects and attributes) {𝑎, 𝑎+ 1, . . . , 𝑏}. Every axial concept
here corresponds to a cluster and every antichain of axial concepts corresponds to a clusterization
where clusters may intersect.

Note that clustering in this case can also be easily performed by using formal concepts (1, 4, 1, 4),
(4, 6, 4, 6), (6, 9, 6, 9), (4, 1, 6), (6, 4, 9), with objects 4 and 6 playing the role of outliers in their clusters.



1.1

data

1.2

KMeans

1.3

DBSCAN

1.4

OPTICS

1.5

FCA-based

2.1 2.2 2.3 2.4 2.5

3.1 3.2 3.3 3.4 3.5

4.1 4.2 4.3 4.4 4.5

5.1 5.2 5.3 5.4 5.5

6.1 6.2 6.3 6.4 6.5
Figure 1: The left-most column presents clustering data from Sci-Kit learn https://scikit-learn.org/stable/modules/
clustering.html. The other columns stay give visual comparison of clusterings based on various approaches:
KMeans, DBSCAN, OPTICS and FCA-based. Dots colours correspond to clusters, black dots represent non-
clustered objects (outliers).

https://scikit-learn.org/stable/modules/clustering.html
https://scikit-learn.org/stable/modules/clustering.html


Figure 2: Simplified half moons data.

Figure 3: The dotted lines stay for 𝜀1, the dashed lines stay for 𝜀2, and the solid line stays for 𝜀3.

3. Computing clusters as axial concepts

It is well-known [2, 9] that (𝐴,𝐵) is an axial (disjunctuve) concept of context (𝐺,𝑀, 𝐼) iff (𝐺 ∖𝐴, (𝐺 ∖
𝐴)′) is a formal concept of (𝐺,𝑀, 𝐼). So, to compute axial concepts of (𝐺,𝐺, 𝐼𝜖), one can use standard
FCA algorithms like CbO [8]. For example, to compute maximal (both by extent and intent) axial
concepts, one can compute minimal extents of (𝐺,𝐺, 𝐼𝜖̄), which can be done in 𝑂(𝑘 × |𝐺|2) time.

Although clusters correspond to axial extents of 𝜀-kernel context, not every extent makes a “good”
cluster. For Example 1 with the context in Table 1 every subset 1, 𝑘 for 𝑘 ∈ 1, 12, except for 𝑘 = 7,
makes an axial extent, however the desired cluster among them is only 1, 6, which corresponds to



1 2 3 4 5 6 7 8 9 10 11 12
1 x x
2 x x x
3 x x x
4 x x x
5 x x x
6 x x
7 x x
8 x x x
9 x x x
10 x x x
11 x x x
12 x x

Table 1
Context (𝐺,𝐺, 𝐼𝜀) for Example 1 with 𝜀2.

Figure 4: The desired clustering of points 1, . . . , 12 is seen as the antichain of two axial concepts (1, 6, 1, 6) and
(7, 12, 7, 12).

the axial concept (1, 6, 1, 6). Consider a CbO-like object-wise strategy of computing axial concepts by
adding object 𝑘 + 1 to the current axial extent 1, 𝑘. Till 𝑘 = 6 it runs in a uniform way by adding new
row and new column. However, when one tries to add object 7 (or any of the objects 8,9,10,11,12) to



Figure 5: Clusters 𝐴1 and 𝐴2 share common element 𝑔5.

1 2 3 4 5 6 7 8 9
1 x x x x
2 x x x x
3 x x x x
4 x x x x x x
5 x x x
6 x x x x x x
7 x x x x
8 x x x x
9 x x x x

Table 2
Context (𝐺,𝐺, 𝐼𝜀) for Example 2 with 𝜀2.

the extent 1, 6 of the concept (1, 6, 1, 6), one again, performing ← and then →, obtains axial concept
(1, 6, 1, 6). This actually signifies that objects 7,8,9,10,11,12 have no similarity to objects 1, 6 and the
construction of the cluster should be terminated, making it 1, 6. This observation can be formalized
as a general rule as follows: if for a current axial extent 𝐴 adding any new object and performing the
composition of operations→ ∘ ← results in the old extent 𝐴, then one should output 𝐴 as a cluster.
One can design other similar rules based on a “termination condition” depending on the data and
problem setting. Most desirable, such a condition should be (anti)monotonic, so that - once violated -
would not hold with the addition of new objects, thus ensuring that termination without the need for
further computation is justified.

For example, consider data in Figure 5 with 𝜀2 and respective context in Table 2. Since 5 has only two
neighbors, the respective column and row have only three entries. All other elements have at least three
neighbors. So, the algorithm computing axial concepts here may have a termination condition such that



Figure 6: Diagram of the lattice of axial concepts for the context in Table 2.

if the algorithm gets a row (column) with less than 4 entries, thus outputting two clusters 𝐴1 and 𝐴2 as
required. It is also worth noting that transforming initial data to the 𝜀-kernel context given by a table
results in quadratic increase of the data size, so the computation of axialities for clustering can be made
more efficient if the algorithms are adapted to the initial data representation. Then, instead of traversing
rows and columns of the kernel cross-table, one can operate with 𝜀-neighborhoods (computed on the
fly) of the points in original representation. In this form one arrives to an approach close to DBSCAN
and its successors [11].

4. Conclusions

An idea of a clustering framework based on 𝜀-kernel trick, axialities, and respective axial concepts was
proposed. The clusters correspond to special types of axial concepts of the 𝜀-kernel context related to the
original dataset. Axialities propose a natural way to express continuity in clusters, where not all points
of a cluster are close to each other, however, as in dynamical (e.g. streaming) data, there is a continuous
“dense” path of neighboring points joining any two points of the cluster. The proposed formalization
allows for a natural way of computing clusters by means of standard FCA-algorithms. However, not all
axial concepts correspond to good clusters, so the main challenge for a particular clustering setting
remains in finding easily computable termination conditions that would allow computing exactly those
axial concepts that correspond to best clustering. The further study should also take into account
the lessons learned in the development of density-based clustering approaches like DBSCAN and its
successors.
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