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Abstract
Despite the pivotal role ensembling played in the success of BellKors’ Pragmatic Chaos Team in winning the Netflix Prize challenge in
the early 2000s, it never became a standard practice in recommender systems. In contrast, ensembling, particularly greedy ensemble
selection, has become a standard practice in machine learning to enhance performance compared to a single model. Despite the success
of greedy ensemble selection in classification and regression tasks, it has not been adapted for top-n prediction tasks. Hence, in this
study, we aim to analyze the potential of greedy ensemble selection to boost the performance of recommender system models for top-n
prediction tasks. We adapt the concept of greedy ensemble selection for top-n prediction tasks, train and optimize ten factorization-
and neighborhood-based models on five datasets, and compare the performance of the ensemble to that of the individual models. Our
experiments reveal that greedy ensemble selection always performs better than a single model and enhances performance by an average
of 8.8% on NDCG@5, 8.6% on NDCG@10, and 16.3% on NDCG@20 compared to the single best model.
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1. Introduction
Ensembling played a pivotal role for BellKors’ Pragmatic
Chaos Team, enhancing their recommender system to win
the Netflix Prize challenge in the early 2000s [1, 2]. Despite
its success in the competition, ensembling did not become
a standard practice in the field of recommender systems.
Today, mainly hybrid recommender systems rely on ensem-
bling trained on different data or to aggregate predictions
[3, 4]. Thereby, often combining collaborative filtering with
content-based models to cancel out the weaknesses of indi-
vidual models like the cold-start problem [5].

In comparison, in machine learning, ensembling, particu-
larly greedy ensemble selection, is a standard practice [6],
enhancing performance by as much as 37% in best-case
scenarios and improving robustness [7]. Moreover, in auto-
mated machine learning, ensembling significantly enhances
performance to the extent that some tools prioritize ensem-
bling over further hyperparameter optimization [8].

However, despite the success of greedy ensemble selec-
tion for regression and classification, it has never been
adapted for top-n ranking prediction tasks [6]. While ensem-
bling has proven effective in machine learning, it remains
a largely overlooked approach in the field of recommender
systems. In recommender systems, researchers continue
to debate whether the field makes progress, yet the focus
primarily remains on continuously developing more sophis-
ticated algorithms [9]. Instead of implementing a new, more
complex recommender system algorithm, we want to focus
on ensembling already existing algorithms.

Therefore, we want to analyze the potential of greedy
ensemble selection for top-n prediction tasks and answer
the question: RQ:How does the ensembling of factorization-
and neighborhood-based models impact performance and
robustness compared to a single optimized model?

In this work, we adapt greedy ensemble selection for
top-n prediction tasks to assess its potential for enhancing
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ranking performance. We focus on ten fast and easy-to-train
factorization- and neighborhood-based models. We then
evaluate the ensemble output of these ten models on five
datasets using NDCG@k, with k set to 5, 10, and 20, aiming
to quantify the performance and robustness improvements
compared to single optimized models.

Our contribution is the implementation of greedy en-
semble selection for top-n ranking prediction tasks, along
with a comprehensive analysis of its performance impact
and robustness compared to single optimized models. Our
results indicate that greedy ensemble selection improves
performance by an average of 8.8% on NDCG@5, 8.6% on
NDCG@10, and 16.3% on NDCG@20 compared to the single
best model on five datasets. Additionally, while no single
model performs best across all datasets, greedy ensemble
selection consistently performs best, representing the most
robust recommender with regard to performance.

The implementation of greedy ensemble selection, along
with the code and necessary documentation to reproduce all
experiments, is publicly available in our GitHub repository1.

2. Related Work
The use of ensembling techniques in recommender systems
is not new and has been covered in the literature [4, 3, 5, 10].

Today, primarily hybrid recommender systems use ensem-
bling to mitigate the weaknesses of individual algorithms
[3, 5, 4]. Thereby, hybrid recommender systems require
knowledge of the strengths and weaknesses of different al-
gorithms to ensemble them effectively. In contrast to hybrid
recommender systems, our work focuses on ensembling rec-
ommender system algorithms without manually selecting
complementary algorithm combinations.

As in our work, researchers have applied ensembling
techniques that do not require manual model selection for
ensembling. For example, they have used standard machine
learning ensemble techniques, such as bagging and boosting
to recommender systems [11, 10], allowing the ensembling
of a diverse set of models without manual model selection.
However, their work mostly focuses on rating prediction
tasks. Furthermore, bagging and boosting require the modi-
fication of training data. We focus on post-hoc ensembling,
only taking model predictions into account.

1https://github.com/ISG-Siegen/greedy-ensemble-selection-for-top-n-r
ecommendations
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Additionally, researchers have analyzed ensembling for
various other aspects of recommender systems. Researchers
ensemble predictions of models trained on different datasets
containing different user feedback types [12, 13]. Re-
searchers focus on ensembling techniques to ensemble mod-
els optimized for different objectives [14, 15]. Researchers
implement ensembling techniques specifically designed and
tested for certain domains, applications, or with a limited
number of base models [16, 14, 17]. Or optimize ensembling
techniques to specific datasets to showcase the capabilities
of ensembling without focusing on the generalization [18].
However, these approaches have limitations: they often
only work with models from the same algorithm, require
multiple data inputs, necessitate optimization for multiple
objectives, or focus ensembling for rating predictions.

Recent work has focused on greedy ensemble selection
for recommender systems [19, 20]. In this work, the authors
applied greedy ensemble selection to rating prediction tasks
by treating them as regression problems, thus utilizing the
standard greedy ensemble selection approach for regres-
sion. However, this method does not offer solutions for
top-n ranking predictions, leaving a gap in the application
of greedy ensemble selection in recommender systems.

3. Greedy Ensemble Selection
Greedy ensemble selection, as implemented in machine
learning, cannot be directly applied to top-n recommen-
dations in recommender systems. Greedy ensemble selec-
tion for classification applies majority voting on predictions.
However, majority voting fails for top-n recommendations
since the number of repeating item recommendations across
users is often insufficient. Similarly, taking the mean for re-
gression tasks is not applicable, as top-n recommendations
deal with ranked lists instead of single numeric values re-
turned by each model. Therefore, we focus on aggregating
and re-ranking the prediction scores of multiple models to
generate an ensemble of their outputs.

To apply greedy ensemble selection, we assume we have
a set of trained and optimized models 𝑃, each predicting 𝑘′
items and their validation performance. We aim to aggregate
the 𝑘′ predictions of every model 𝑝𝑛 ∈ 𝑃 into one ranked list
of length 𝑘. This requires the length 𝑘′ of every predicted
list 𝑝𝑛 to be at least the same length as 𝑘.

In ensembling, we can utilize more predictions (𝑘′) than
the desired output list length (𝑘). There is a chance that
a prediction ranked at position 𝑘 + 1 or beyond still holds
relevance or contributes valuable information, even though
it does not make it into the top 𝑘 predictions of the model.
Taking 𝑘′ predictions into account enables the ensemble pro-
cess to utilize a broader range of data, potentially improving
the performance of the final ensembled recommendations.
Furthermore, utilizing 𝑘′ predictions does not increase the
prediction cost of the base models since all models score all
predictions anyway before selecting the top 𝑘.

We normalize all prediction scores of 𝑘′ and multiply
each prediction score by the validation performance of the
respective model 𝑝𝑛 (Algorithm 1). The normalization en-
sures that all models have an equal impact in the ensembling,
while the validation performance multiplication weights the
impact based on the models’ performance. Consequently,
the impact of models with good validation performance will
be increased relative to those of poorly performing models.

Then, we initiate the greedy search by examining all

subsets of 𝑝𝑛 ∈ 𝑃 and aggregating the 𝑘′ predictions by ag-
gregating and re-ranking the prediction scores of all in the
subset included models (Algorithm 1). If items appear in
the 𝑘′ lists of multiple models, the item scores are summed
to reflect their collective relevance across models. We then
select the top-𝑘 predictions of the ensembled list. The per-
formance of every subset of all models 𝑝𝑛 ∈ 𝑃 is evaluated on
the validation set. The best-performing ensemble of models
is then selected as the final result of the greedy ensemble
selection, and their top-𝑘 predictions are returned.

4. Experiments
We conducted all of our experiments with ten differ-
ent factorization- and neighborhood-based algorithms and
greedy ensemble selection on five datasets. The hardware
includes AMD EPYC 7452 CPU processors, each with 32
cores and a CPU frequency ranging from 2.35 to 3.35 GHz.

4.1. Experimental Pipeline
In our experimental pipeline, we apply five-fold cross-
validation to all five datasets, randomly splitting each fold
into three sets: 60% for training, 20% for validation, and
20% for testing. With the training and validation sets, we
optimize all included algorithms with two hours of ran-
dom search to select the best hyperparameter configuration.
With the test set, we evaluate the final performance of the
single models as well as the greedy ensemble selection. This
combination of five-fold cross-validation and random search
allows each algorithm to be finely tuned on every subset of
the data while mitigating the effects of randomness in data
splits and hyperparameter selection [21].

Wemeasure performance usingNDCG@k for 𝑘 = 5, 10, 20
to evaluate top-n ranking predictions for different list
lengths. TheNDCG@k model performance on the validation
set, obtained from the random search optimization process,
is later used to weight the model predictions (Section 3).

4.1.1. Datasets

We include five distinct datasets of different sizes in our
experiments and refer to Table 1 for a detailed overview.
We transform convert datasets with user ratings, specifically
Movielens-1M, Movielens-100k, and CiaoDVD, into binary
user feedback datasets as it is done in related work [4, 3, 5].
Furthermore, we prune all datasets such that all included
users and items have at least five interactions, commonly
known as five-core pruning [22, 23, 24]. Table 1 shows all
included datasets’ statistics after preprocessing.

Table 1
Data set statistics after five-core pruning and user feedback trans-
formation. Split between the implicit (first part) and explicit (sec-
ond part) feedback data sets.

Name Interactions Users Items Sparsity

Citeulike-a[25] 200,180 5,536 15,429 99.77%
Hetrec-Lastfm[26] 71,355 1,859 2,823 98.64%
CiaoDVD2 23,467 1,582 1,788 99.17%
MovieLens-1M[27] 835,789 6,038 3,307 95.81%
MovieLens-100k[27] 81,697 943 1,203 92.8%



Table 2
NDCG@10 performance of ten factorization- and neighborhood-based models, along with greedy ensemble selection, across
five datasets. The best results for individual models are indicated in bold, while the overall best performance is highlighted in
bold and underlined. The relative performance increase is calculated based on the performance of Popularity.

Algorithms CiaoDVD CiteULike-A Hetrec-LastFM MovieLens-1M MovieLens-100k Rel. Performance Increase

ALS 0.02 0.066 0.147 0.234 0.232 84%
BPR 0.013 0.027 0.082 0.119 0.173 9%
ImplicitMF 0.022 0.109 0.159 0.189 0.184 75%
ItemItem-BM25 0.024 0.106 0.168 0.234 0.221 99%
ItemItem-Cosine 0.01 0.082 0.169 0.217 0.21 82%
ItemItem-TFIDF 0.016 0.094 0.168 0.225 0.218 90%
ItemKNN 0.013 0.096 0.175 0.216 0.212 88%
LogisticMF 0.018 0.058 0.135 0.161 0.191 49%
UserKNN 0.026 0.112 0.157 0.235 0.225 99%
Popularity 0.016 0.009 0.07 0.142 0.142 0%

Greedy Ensemble 0.03 0.117 0.183 0.247 0.243 108%

4.1.2. Algorithms

We include ten factorization- and neighborhood-based rec-
ommender systems algorithms in our experiments. The
algorithm implementations are from the Implicit [28] and
LensKit [29] recommender systems libraries. The algo-
rithms from Implicit are Alternating Least Squares (ALS),
Logistic Matrix Factorization (LogisticMF), Bayesian Person-
alized Ranking (BPR), and Item-Item Nearest Neighbors with
distance metrics Cosine Similarity, TF-IDF, and BM25. The
algorithms from LensKit are Implicit Matrix Factorization
(ImplicitMF), User-User Nearest Neighbors (UserKNN), Item-
Item Nearest Neighbors (ItemKNN), and most Popular.

4.2. Greedy Ensemble Selection
We run greedy ensemble selection using various prediction
input list lengths (𝑘′) to examine the impact of predictions
ranked higher than 𝑘 on the ensembling process (Section 3).
We set 𝑘′ to 5, 10, 15, 25, 50, 75, 100, 125, and 150. This wide
range of 𝑘′ values helps us identify trends in the impact
of longer input list lengths. All ensemble configurations
are evaluated on the validation set. Ultimately, we select
the ensemble configuration that performs best on average
across all folds, with the optimal 𝑘′ value.

5. Results
Our experiments reveal that greedy ensemble selection en-
hances performance by an average of 8.8% on NDCG@5,
8.6% on NDCG@10 (Table 2), and 16.3% on NDCG@20 com-
pared to the single best model. Since NDCG@10 is the most
commonly used evaluation metric with a cutoff of 𝑘 = 10
and the trends are consistent across all 𝑘 values, our analysis
will focus on the NDCG@10 results.

In general, the algorithm performance ranking varies
across datasets. While Popularity always yields the lowest
NDCG@10 score (Table 1), the best-performing algorithm
changes. UserKNN performs best on CiaoDVD, CiteULike-
A, and MovieLens-1M, while ItemKNN performs best on
Hetrec-LastFM and ALS on MovieLens-100k.

In contrast to the single algorithm performances, greedy
ensemble selection consistently outperforms all algorithms
across all datasets for all NDCG@𝑘 values and adverts the
algorithm selection problem. Greedy ensemble selection
effectively identifies and aggregates a subset of models that
outperforms the single best model, resulting in the highest
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Figure 1: Performance differences of greedy ensemble selection
with varying input prediction list lengths (𝑘′) compared to the
virtual single best algorithm, averaged over five datasets. The x-
axis represents the input prediction list lengths (𝑘′), and the y-axis
shows the NDCG@10 performance. The shaded band represents
the confidence interval of 95% for NDCG@10.

NDCG@k scores on all five datasets. This approach reliably
enhances performance and presents robust results compared
to the single best model respectively.

On average, the overall performance advantage of greedy
ensemble selection compared to the single best algorithm is
8.6% on NDCG@10 (108% vs. 99% for UserKNN, Table 2), but
varies across datasets. Greedy ensemble selection shows a
performance increase as high as 15.4% on CiaoDVD (0.03 vs.
0.026 for UserKNN, Section 5) and as low as 0.7% on Hetrec-
LastFM (0.175 vs. 0.174 for ItemKNN, Section 5). On datasets
like CiteULike-A, Movielens-1M, and MovieLens-100k, the
performance increase is approximately 5%.

Longer prediction input lists of length 𝑘′ (Section 3) im-
prove the overall model performance (Fig. 1). Predictions
that do not make it into the final 𝑘 predictions of the single
models still contribute valuable information to the ensem-
ble process. While ensembling 𝑘′ = 𝑘 predictions already
enhance performance, increasing 𝑘′ can further improve
results. We tested using up to 150 predictions per user from
each model and observed that the ensemble’s performance
plateaued beyond 𝑘′ = 100 predictions (Fig. 1). Additionally,
increasing 𝑘′ beyond this point incurs higher computational
costs during the ensembling process without yielding sig-
nificant performance gains.



6. Discussion
To comprehensively answer our research question: How
does the ensembling of factorization- and neighborhood-
based models impact performance compared to a single opti-
mized model? We conclude that greedy ensemble selection
of factorization- and neighborhood-based models enhances
the performance, on average, up to 16.3% compared to the
single best model averaged over all datasets.

Our experiments show that greedy ensemble selection
enhances performance and avoids the need for manual al-
gorithm selection. By ensembling a subset of all available
algorithms, greedy ensemble selection consistently achieves
better results than any single algorithm across all included
datasets. However, ensembling introduces an additional
step in the recommender systems pipeline.

Despite its performance boost, greedy ensemble selection
for top-n recommendations is expensive compared to single
factorization- and neighborhood-based models. In addition
to adding complexity to the pipeline, ensembling requires
the training and optimization of multiple models to utilize
their predictions for the top-n recommendations. Increasing
the overall complexity and computational cost.

Nevertheless, the research community appears willing to
accept higher computational costs for better performance, as
evidenced by more sophisticated algorithms and the grow-
ing use of deep-learning approaches. While greedy ensem-
ble selection involves an exhaustive search, further research
could optimize the ensembling process for greater efficiency.

Currently, there is an ongoing debate in the field about
whether recommender systems are truly making progress
[9]. Much of the current research focuses on developing
new (deep-learning) approaches, which do not necessarily
outperform well-optimized traditional models. Revisiting
and adapting ensembling for top-n recommendations, par-
ticularly with easy-to-train traditional recommender sys-
tem algorithms, could open a new research direction. By
adapting and improving advanced ensembling methods, rec-
ommender systems could significantly enhance their per-
formance, especially for top-n predictions.

6.1. Future Work
Future work can investigate the contribution of more ad-
vanced deep-learning algorithms to the ensembling process.
This includes assessing the models’ potential performance
enhancements and comparing the overall performance to
state-of-the-art deep-learning methods. Furthermore, ana-
lyzingmore efficient strategies to build an effective ensemble
is valuable. Finally, examining the impact of ensembling
across different domains within recommender systems helps
better understand domain-specific trends.
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