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Abstract 
In this study, we examine a method for optimizing the load on computing resources for websites with low 
traffic. The main idea of the method is to host websites not on distributed servers (several hundred websites 
on one independent server), which is the industrial standard for shared hosting, but rather to consolidate 
servers into a cloud cluster to provide hosting as a cloud service. This approach aims to significantly 
increase the reliability of the service and optimize the use of computing resources. With this architecture, 
computing resources can be dynamically allocated and reallocated based on load (number of requests per 
second). It is evident that DDoS attacks such as HTTP Flood and Brute Force can have an extremely negative 
impact on the efficiency of the entire cluster and, consequently, the entire hosting company. Unlike 
traditional shared hosting, where a DDoS attack on a single client website disables only one server (affecting 
only the websites hosted on that server, a small fraction of all websites managed by the company), the 
proposed architecture necessitates additional measures to minimize the damage from such attacks. In this 
work, we propose the use of artificial neural networks and machine learning for HTTP/HTTPS requests 
filtering. Based on the decisions made by the neural network, IP addresses can be marked as potentially 
compromised. When there is a significant increase in traffic to the cluster, requests from such IP addresses 
can be blocked using CAPTCHA challenges, and if the negative impact accumulates, all requests from these 
IP addresses can be temporarily completely blocked. 
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1. Introduction 

The optimization of load for low-traffic websites is a pressing issue for several reasons. The number 

of low-traffic websites is in the millions and is growing rapidly every day. As of February 2024, there 

are approximately 1.1 billion websites worldwide, with about 200 million of them being active [1, 2]. 

Around 252,000 websites are created daily [3]. According to global statistics, only 71% of businesses 

had a website in 2023 [2]. More than 43% of small businesses plan to invest in their website in the 

near future. The hosting services market shows an annual growth rate of 17.35% [1]. 

Hosting companies face the challenge of minimizing costs for maintaining these online resources 

while providing affordable hosting rental prices. Clients of such services include small and medium-

sized businesses, individuals, non-profit, and public organizations, making the cost of hosting a 

significant concern. Therefore, the only viable solution in the market is shared hosting, where the 

cost of owning and maintaining a server is effectively shared among many consumers. On the other 

hand, website visitors increasingly demand higher quality service. Website availability 24/7 and fast 
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loading are key indicators. Statistics show that 47% of web resource visitors do not want to wait 

longer than 2 seconds for a web page to load [4–6]. Thus, it is evident that there is a problem where, 

on one hand, more and more resources are required to maintain millions of websites, and on the 

other hand, the demands for service quality are getting higher. The issue of optimizing resource 

usage and improving service quality is the subject of this article. 

2. Classic shared hosting architecture 

The most common budget solution in the hosting services market is shared hosting [7, 8]. The 

architecture of shared hosting involves hosting several hundred low-traffic websites on a single 

server [9, 10]. Consequently, all websites hosted on the server compete for the same server resources. 

This architecture is illustrated in Figure 1. 

 

Figure 1: Classic shared hosting architecture. 

3. Adaptation of the Erlang B model for a distributed computing 

resource 

In a telephone line system with a limited number of channels, a call will be rejected if all lines are 

occupied. In shared hosting, the server resources (CPU time and RAM) serve as the equivalent of 

these channels [11, 12]. Server resources can be quantified by the number of requests the server can 

handle simultaneously. Handling HTTP requests [13] on the web server side typically doesn't involve 

significant computational tasks [14]. Instead, it mainly impacts RAM, where the script language 

interpreter loads and web application files are assembled [15, 16]. For modern web application 

frameworks, the recommended memory limit per request is generally around 256 MB of RAM [17, 

18]. Therefore, 256 MB of RAM can be considered analogous to one telephone line. Suppose a modern 

hosting server typically has 64GB of RAM. Allocating up to 4 GB for the operating system and other 

overheads [19–21], the remaining memory provides for approximately 240 parallel processes. To 

ensure a 20% safety margin under real-world conditions, this value is adjusted to about 200 parallel 

requests. 

Example Calculation: 

• Total RAM: 64 GB = 65,536 MB. 

• RAM reserved for OS and overhead: 4 GB = 4,096 MB. 



• Usable RAM: 65,536 MB - 4,096 MB = 61,440 MB. 

• RAM per request: 256 MB. 

• Number of parallel requests: 61,440 MB / 256 MB = 240 (rounded down to 200 for safety 

margin). 

The Erlang B model estimates the probability of call blocking. This value can be adapted for 

distributed computing architectures as the probability that a request will be rejected or will take 

significantly longer to execute due to server overload and insufficient resources, such as processor 

or memory.  

The telephone line load in Erlangs [11] can be adapted for use in the context of distributed 

computing resources as the number of requests per second per website multiplied by the number of 

websites (analogous to the number of incoming calls per unit time), as well as the average processing 

time per request (average call duration). 

� = � × �. 

In the context of shared hosting: 

• λ - represents the average number of requests per second, 

• H - represents the average processing time per request in seconds. 

The average number of requests per second (λ) in shared hosting depends on the number of 

websites hosted on the server. 

� = ��� × 	, 

where: 

• rps - represents the average number of requests per second for a lightly loaded website, 

• w - denotes the number of websites on a single server. 

Global statistics indicate that the majority of lightly loaded websites receive no more than 50,000 

visits per month, with each visit averaging 4-6 pages [22], resulting in approximately 0.114 requests 

per second (rps). Analytics from the 2023 Statista Survey [23] show that every second of delay in 

website loading decreases visitor satisfaction by 16%, increasing the likelihood of visitors leaving the 

site. Therefore, optimal response time is considered within 2 seconds. 

The Erlang B formula: 
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In the context of shared hosting: 

• E - represents the load in Erlangs, calculated as the average number of requests per second 

to one lightly loaded website, multiplied by the number of websites, and further multiplied 

by the average time spent on one request, 

• N - denotes the maximum number of concurrent requests that the server can handle. 

The calculations of the blocking probability according to the Erlang B model are provided in 

Table 1. 

The graph depicting the dependency of the probability of request blocking on the number of 

websites on a single server is shown in Figure 2. 

Therefore, we can use the adapted Erlang B model effectively to forecast the load on a server 

hosting websites with sufficient accuracy, supported by practical experience from hosting 

companies. For instance, servers with configurations like 16 cores and 64 GB of RAM typically host 

700-900 lightly loaded websites, ensuring high uptime. 



Table 1 

Dependence of the Probability of Request Blocking on the Number of Websites Hosted on the Server 

w rps λ H E N B 

100 0.114 11.4 2 22.8 200 0.01% 
200 0.114 22.8 2 45.6 200 0.01% 
300 0.114 34.2 2 68.4 200 0.01% 
400 0.114 45.6 2 91.2 200 0.01% 
500 0.114 57.0 2 114.0 200 0.01% 
600 0.114 68.4 2 136.8 200 0.01% 
700 0.114 79.8 2 159.6 200 0.01% 
800 0.114 91.2 2 182.4 200 1.00% 
900 0.114 102.6 2 205.2 200 7.00% 
1000 0.114 114.0 2 228.0 200 15.00% 

 

 

Figure 2: Dependency of the probability of request blocking on the number of websites hosted on 

the server. 

4. Cyber attacks on a computing resource 

In today's interconnected world, internet resources are globally accessible, allowing any user to 

access any public website. However, this openness also exposes these websites to various types of 

cyber attacks targeting different levels of network resources, from the physical network to 

application layers. Considering cloud architecture as a replacement for shared hosting suggests a 

shift towards application-level management. This approach prioritizes cybersecurity and resilience 

against attacks at the application level, while the lower network layers remain largely unchanged in 

terms of vulnerability. 

The most common application-level attacks include: 

• Cross-Site Scripting (XSS). Attackers inject malicious scripts into web pages viewed by other 

users. 

• SQL Injection (SQLi). Attackers inject SQL queries into input fields of web forms, exploiting 

vulnerabilities to manipulate the application's database. 



• Cross-Site Request Forgery (CSRF). The goal of the attacker is to compel the victim to 

unwittingly send a malicious web request to a website accessible to the victim.  

• Session Fixation. The attack is aimed at session hijacking of the victim and gaining access to 

secure data.  

• HTTP Flood. Sending many GET and POST requests to a website with the intention of 

consuming all server resources.  

• Brute Force. An attack aimed at obtaining client authentication credentials by systematically 

attempting to guess passwords using a dictionary. 

Most of the discussed attacks exploit vulnerabilities within the application itself, often stemming 

from programming errors, with the exception of HTTP Flood and Brute-Force attacks. These two 

types are variations of DoS/DDoS attacks. A DDoS (Distributed Denial of Service) attack is a 

cyberattack where the malicious actor aims to overwhelm the computational resources of a server 

that hosts a website. The goal is to flood the server with a large volume of requests, depleting its 

resources and preventing it from handling requests from legitimate users. Unlike a classic DoS attack, 

a DDoS attack utilizes multiple resources to send requests to the server [24, 25]. 

HTTP Flood is a type of attack where the attacker sends numerous GET and POST requests, 

effectively opening pages of a website from multiple IP addresses simultaneously. This leads to 

resource exhaustion on the server, making it unable to process requests from genuine visitors and 

thus disrupting the website's operation.  

 

Figure 3: Principle of organizing a distributed HTTP Flood attack. 

On the other hand, a Brute-Force attack targets hidden resources of a website, attempting to guess 

passwords by systematically trying different combinations from a dictionary. The complexity in 

identifying a DDoS attack lies in the fact that the malicious actor uses various IP addresses to send 

malicious requests. These requests appear indistinguishable from those of legitimate users, 

essentially comprising ordinary requests to open web pages or submit forms. 

What are the risks of DDoS attacks for businesses [26]: 

• Direct financial losses due to potential customers being unable to place orders or purchase 

goods on the website. 

• Operational losses as more resources are consumed during the attack, requiring intervention 

by specialists to prevent both the attack itself and its consequences. 

• Damage to brand reputation. As customer service declines, so does satisfaction with the 

brand overall. 

• Legal consequences if the company has committed to providing a certain level of service and 

cannot do so due to a DDoS attack. 



Considering the fact that year after year, DDoS attacks are becoming more massive and powerful, 

protection against such threats is increasingly critical. In November 2021, Microsoft faced the largest 

attack in history, involving 10,000 devices from around the world and peaking at 340 million requests 

per second [27]. Figure 4 depicts statistics on the scale of HTTP attacks over recent years according 

to Cloudflare data [28]. 

 

Figure 4: Cloudflare statistics about HTTP DDoS attacks. 

Over the past 5 years, the scale of attacks has increased by 67 times [28]. According to the Cisco 

Global Report [29], the number of DDoS attacks has been growing at an average rate of 14% per year 

over the last 5 years. The total number of attacks has doubled to 15.4 million per year over this period 

[29, 30]. 

 

Figure 5: Number of DDoS attacks. Cisco Global Report. 

The annual losses from DDoS attacks alone amount to tens of millions of dollars. The downtime 

for IT companies globally costs between $300,000 to $1 million per hour [30, 31]. 



5. Modeling increased workload and comparing architectures 

Considering classic shared hosting with one distributed server hosting 800 websites, we can model 

an increase in workload on one of the sites to assess the threat level of an HTTP Flood attack. Table 

2 illustrates the relationship between the number of requests to the target site (Wrps) and the 

probability of service denial to legitimate visitors of sites hosted on the same server. 

Table 2 

Dependency of the Number of Requests to the Target Site and the Probability of Service Denial 

Wrps λ H E N B 

0.114 91.2 2 182.4 200 1.5% 
1 92.1 2 184.2 200 1.6% 
10 101.1 2 202.2 200 6.5% 
20 111.1 2 222.2 200 13.0% 
50 141.1 2 282.2 200 30.0% 
100 191.1 2 382.2 200 53.0% 
200 291.1 2 582.2 200 65.0% 
300 391.1 2 782.2 200 74.0% 
500 591.1 2 1182.2 200 82.0% 

 
When a site on a server is loaded with just 50 requests per second, the server denies service with 

a 30% probability. With a minor DDoS attack of 500 requests per second, this figure rises to 82%. It 

can be said that under such conditions, the server almost ceases to serve clients. The cost of 

organizing a DDoS attack on an unprotected site, with low traffic, is around $200-300 for a load of 

1000 requests per second [32, 33]. Such an attack guarantees to fully load the server, causing all sites 

on the server to cease service. 

Hosting companies manage thousands of websites. Using shared hosting architecture, they own 

several dozen servers, each hosting several hundred websites. The proposed clustering architecture 

involves dynamic clustering, where the cluster uses exactly as many servers as needed to serve all 

sites at any given moment. Thus, during off-peak hours and weekends, when visitor activity is lower, 

the cluster will have significantly fewer servers than in the case of shared hosting. However, if there 

is an increase in load on any site, the cluster can add servers to maintain service quality across the 

company's balance. In the case of clustered architecture, all websites share the resources of the entire 

cluster. Figure 6 illustrates the clustered architecture of cloud shared hosting. 

An adapted Erlang B model for a cluster would look like: 

� = ��� × 	�, 

where: 

• rps — average number of requests per second for a lightly loaded website, 

• wC — number of websites served by the cluster. 

 = � × �, 

where: 

• n — number of requests processed by one server, 

• S — number of servers in the cluster. 

If we scale the task to a cluster of 20 servers serving 16,000 websites, an attack at 1000 requests 

per second on one site would have negligible impact on other resources. With an attack at 2000 

requests per second on one site, the probability of service denial would be around 5%. An attack at 

5000 requests per second on one or several sites (e.g., 5 sites at 1000 requests per second each) would 

result in a 60% chance of service denial, significantly affecting customer service quality but not 

leading to a complete failure of websites in the cluster. 



 

Figure 6: Number of DDoS attacks. Cisco Global Report. 

Thus, we have demonstrated that clustered architecture is a more reliable and resilient solution 

for hosting lightly loaded websites. However, architectural changes do not completely eliminate the 

threat. The idea of clustering in shared hosting aims to save resources by serving the same number 

of websites with fewer servers. On the other hand, a more massive HTTP flood attack could result 

in a complete loss of the entire cluster, which would be catastrophic for the hosting company 

financially and reputationally. 

6. Solution for protecting the cluster from distributed HTTP Flood and 

Brute-Force attacks 

Filtering malicious traffic from legitimate traffic becomes challenging because malicious traffic 

masquerades as legitimate. Essentially, this includes GET or POST requests to website URIs, making 

it physically impossible to distinguish one request from another. Attackers emulate request headers 

similar to those of real browsers, use multiple IP addresses, and send a small number of requests 

from each address per unit of time to mimic real user behavior. A progressive solution in this scenario 

involves the use of artificial neural networks and machine learning. With a sufficient dataset of 

requests across the entire cluster, it is possible to create a profile of typical visitor behavior for each 

site and identify anomalies with high accuracy. In the task of filtering malicious traffic, the goal 

should not aim for high precision in identifying malicious requests. Achieving a detection probability 

of 70-80% appears quite feasible and would provide significant resilience to cluster attacks, making 

the attack economically unfeasible. 

To achieve a significant result in training the neural network, it will be essential to utilize as much 

information as possible about both the specific request and the IP address from which the request 

originated. The neural network's objective should not be to determine the maliciousness of a specific 



request but rather to output the probability that the IP address is infected and should be placed in 

quarantine. Subsequent requests from IP addresses in quarantine would be served a CAPTCHA 

puzzle [34] page instead of the actual website content. If the CAPTCHA puzzle is successfully solved, 

the IP address is removed from quarantine. If an IP address enters quarantine multiple times within 

a limited time period, it is placed on a blacklist. Requests from IP addresses on the blacklist are 

blocked and rejected at the load balancer level. After a specified period in the blacklist, the IP address 

moves back to quarantine, where it can be removed upon successful CAPTCHA completion or after 

the quarantine period expires. On Figure 7, a logical diagram of the protection module operation is 

presented. 

 

Figure 7: A logical diagram of the protection module. 

7. Conclusions 

The study examined the proposed clustered shared hosting architecture in terms of resilience to 

DDoS attacks, considered among the most common and likely threats. It is evident that the clustered 

system is significantly more resilient to DDoS attacks compared to traditional shared hosting. 

However, the architecture is not without its drawbacks, notably its monolithic nature, which can 

lead to overload under sufficiently high traffic volumes, affecting all sites uniformly. In contrast, 



traditional shared hosting is more susceptible to server overload, but only a small fraction of sites 

are affected. A clear solution lies in implementing protection against DDoS attacks such as HTTP 

Flood and Brute-Force. Given the complexity of filtering malicious traffic from legitimate traffic, 

leveraging artificial neural networks and machine learning with multiple parameters based not only 

on packet properties but also historical data about IP addresses appears promising. The neural 

network's objective would be to determine the probability that an IP address is involved in a DDoS 

attack rather than belonging to a legitimate website user. 
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