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Abstract 
In digital communication, correct identification of the modulation types used is key to ensure reliable 
processing of received signals. This work presents results for the task of digital modulation type 
identification, assuming perfect receiver synchronization has already been achieved. A multilayer 
perceptron has been created and adjusted with the help of the Adam optimization algorithm towards 
lowering classification errors along with shared cumulants, which appeared to be great informative features 
in modulation type determination. Also, after results was collected, the analysis was carried out on how 
hidden layers affect the performance of the neural network; it was found that a three-layer perceptron gives 
excellent accuracy. Results show that at a signal-to-noise ratio (SNR) of 5 dB, recognition accuracy is about 
99%. This methodology gives a safe pathway for correct modulation classification and future research to 
improve the model's capability to estimate SNR and cumulant selection refining for better classification. In 
future work it is planned that model will be able to proceed uncertain input parameters to further enhance 
the system adaptability and effectiveness in real life scenarios. 
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1. 1Introduction 

Currently, there are multiple data mining approaches that offer efficient solutions to problems 
regarding automatic digital modulation recognition. Among them are decision tree construction, 
machine learning, and artificial neural networks. The most widespread, though, is the method of 
classifying and identifying objects with the use of an artificial neural network. ANN is a 
computerized emulation of biological neural systems in the living body's natural brain. It illustrates 
one of many human-like intelligences - learning with the complete absorption of given facts, 
processing, drawing conclusions, and selecting appropriate decisions like human’s brain [1–4]. 

Artificial neural networks operate by sharing the load of data processing among elementary local 
units-neurons. These units relate to each other via special links called synaptic connections. The 
information to be remembered is passed inside the network using weights assigned to these 
connections. Increasing functionality In ANNs does not happening through programming as is the 
case with digital computers; it occurs via training the artificial neural network. Consequently, 
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training a neural network is seen as an incremental activity that enables the network to acquire 
pattern recognition capabilities with respect to data by modifying the weights of synaptic 
connections among its neurons [1].  

One of the most well-known types of ANNs is a multilayer neural network, which is a multilayer 
perceptron (MLP), shown in Figure 1, which has several layers, each of which consists of many 
neurons. 

 

Figure 1: Structure of a multilayer perceptron. 

A neural network consists of several or many layers, and therefore a large number of neurons. A 
neuron is a communication device that has input and output connections. It’s function consists of 
two parts: the first is to calculate the discriminant function df, and the second is activation function 

act(j,i), as shown in Figure 2 [3]. 

 

Figure 2: Structure of neuron. 

The following values are used in the figure: in - input information features, out - output values of 
the neuron, w' - weight coefficients (synapse), n - number of input information features. 

2. Basic technological stages 

For our neural model to be successful in determining modulation type we need to choose its 
parameters, such as: activation and classification functions, backpropagation algorithm and 
information features for determining modulation to teach our model [4].  

2.1. Activation function 

The discriminant function df is a weighted sum of the input signals in the input layer, this sum for a 
neuron is expressed as [5]: 
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th neuron, N1 – number of neurons in the input layer, n – number of input features, xi  – row vector 
of the i-th input. 

The activation function in a neural network greatly influences the output of a neuron given its 
input. The activation function allows for making a neuron's decision to activate and propagate 
information or to stay quiescent. There are many different types of activation functions that can be 
applied to neural networks, each with its own pros and cons [5]. The following functions have been 
used: 

1. Linear Activation Function: It simply returns the input value without any changes. The 
function looks like this [6]:  

�(�)  =  �. (2) 

2. Sigmoid activation function. Function formula: 

�(�) = 1/(1 + �(� )). (3) 

Converts any number to a value between 0 and 1, making it useful for calculating 
probabilities. 

3. Hyperbolic tangent (tanh): Function formula: 

�(�) = (� − �(� ))/(� + �(� )). (4) 

This is another S-shaped function. It converts numbers to values in the range [-1, 1]. 
4. ReLU (Rectified Linear Unit): Function formula: 

�(�)  =  "��(0, �). (5) 

In this article, the activation function used was “ReLU”. A simple nonlinear function, ReLU 
transforms the input signal by setting all negative values to zero and keeping positive values 
unchanged. In this case, the output of each neuron is defined as follows [6, 7]: 

%(�,
) = ReLU(���) = "��( 0, ���), (6) 

In the hidden layer, each neuron processes a weighted sum of its’ inputs, which can be 
represented by the following expression [7]: 
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%(ℎ,*) = ReLU(��ℎ) = "��( 0, ��ℎ). (8) 

where ���(.,*)
 – row vector of synaptic connections at the input of the h-th neuron of the m-th hidden 

layer, m – number of hidden layers, Nm – the number of neurons in the m-th hidden layer. 
In the output layer, each neuron processes a weighted sum of its inputs: 
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where ����(/,
)
 is row vector of synaptic connections at the input of the k-th neuron, �/ – number of 

neurons in output layer. 

2.2. Classification function 

To determine the type of modulation, a classification function called the Softmax function is used. It 
transforms a set of input values into a set of positive numbers whose sum is 1 [8]. Thus, each number 
in the output vector represents the probability of the corresponding class. In this case, the Softmax 
function is represented as follows [9]: 

%(/,
) = �(��/) = �120/ ∑ �120,0/�
 , (10) 

where o(k, 1) is the prediction of the k-th neuron of the output layer. 



2.3. Backpropagation algorithm 

The neural network training is based on the backpropagation algorithm. In training process, the 
neural network first makes estimates based on input data and then compares those estimates with 
the correct answers to derive error [10]. 

 

Figure 3: The process of training a neural network. 

This comparison leads to the calculation of error, which is subsequently propagated back through 
the network to adjust weights to minimize this error. The utility of this error function can be 
expressed as follows [10]: 
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where μ(k,1), ν(k,1) - the desired and predicted state of the neural network outputs of the k-th neuron of 
the output layer, Nk – number of neurons in output layer 

Now, many methods exist to minimize the error function but four are most frequently used: 
Gradient method, Adagrad method, RMSProp method, and Adam method which excel in the pace 
algorithm evolution pace and more common in the literature. 

1. Gradient descent method. 
The concept of gradient descent is to perpetually modify the network weights in the direction 

opposed to the loss gradient [11]. The gradient indicates the direction of the highest increase of the 
function, so and move in the opposite direction helps to lessen the function. The formula applies for 
an update of weights and done once per iteration of gradient descent 

��(� + 1) = ��(�) + ;��, (12) 
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where wi(t) and wi(t+1) are the previous and updated values of the weight coefficient of the i-th 
neuron, λ is the learning rate [12]. 

One big drawback of this method is that local minima and saddle points are found within the loss 
function. If the loss function has many local minima or saddle points, gradient descent might get 
stuck at one of these places and won't be able to reach the global minimum. 

2. Adagrad method. 
Adagrad adjusts the global learning rate for each parameter based on the gradient changes for 

that particular parameter. It reduces the learning rate for parameters that receive frequent updates 
and raises the learning rate for one that receive infrequent updates. This contrast with gradient 
method as update formula of Adagrad includes sum of squared gradient Gt in denominator. If a 
parameter has associations with a chain of normally active neurons, it reset frequently; hence, the 
overall sum accumulates quickly. Update formula can then be expressed as:  
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where ε is a small value to prevent division by zero (typically around 10⁻⁸). 
Because of its adaptive nature Adagrad is less prone to manual errors than standard gradient 

descent. The accumulation of squared gradients in G is not bounded so it can make a very small 
denominator in the update formula and thus updates small. This can cause the algorithm to stop too 
early leading to a poor fit. Moreover, Adagrad does not have an explicit notion of moment as other 
optimization methods do like SGD with moment or Adam [13]. This could lead to early stoppage of 
algorithm when it's not properly trained yet. 

3. RMSProp method. 
This is a heuristic optimization method proposed by Geoff Hinton. It was conceived as an 

improvement on Adagrad to solve its gradient accumulation problem. Instead of storing all past 
squared gradients, as Adagrad does, RMSProp uses a running average of past squared gradients 
E[g2]t-1 that decays exponentially. This makes it robust to the learning rate decay problem. The 
exponentially decaying running average at time t is defined as [14]:  
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where γ is the conservation coefficient in the range from zero to one. The closer γ is to one, the 
larger the accumulation window and the more intense the smoothing of the square of the gradient, 
i.e., a moving average is determined that decreases exponentially. In practice, the value y = 0.9 is 
usually used. 

Then the update formula for RMSProp looks like this: 
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RMSProp fixes the problem of Adagrad's slow learning rate by taking a moving average of the 
squared gradient, which decays exponentially. Like Adagrad, however, RMSProp does not have a 
formal notion of "moment," which can hurt its performance when collinear trends are present [15]. 

4. Adam method. 
Currently, the most effective approach to optimize the neural network training process is the 

Adam method, proposed in the mid-2010s. It combines the concepts of RMSProp and SGD with 

momentum. The Adam method differs from other methods in that we do not store the ∆wi value, 
but instead the average gradient value, using two stores: one for the moving average of the gradient 
values (e.g., SGD with momentum), and the other for the moving average of the squared gradient 
values (e.g., RMSProp). The working principles of these two accumulators are described by the 
following formulas [16]: 
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where I
 and I: are the parameters for exponentially weighted averages with weights of 0.9 and 
0.999, respectively. One important difference is the initial value of "A and JA, since if they are initially 
set to zero, they will take a long time to accumulate. To overcome this problem, special adjustments 
are used for them. These adjustments are defined as follows [17]: 

"A = "A1 − I
A
, JKA = JA1 − I:A

, (19) 

Therefore, the update formula is: 
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Figure 4 shows the results of the neural network simulation with the four error minimization 
methods listed above; this figure allows us to estimate the learning rate associated with each method. 
The figure demonstrates that the Adam method has a high degree of accuracy in recognizing various 
types of digital manipulation (with a limited number of training cycles), it also has greater stability 
in the network training process. As a result, the Adam method was used to minimize the error rate 
as much as possible. 

 

Figure 4: Comparison of learning speed between Gradient, Adagrad, RMSProp and Adam learning methods. 

2.4. Information features for determining modulation 

As defining characteristics for training neural model to distinguish modulations were chosen 
cumulants of two-dimension random processes and mixed moments that corelate to them. 

Cumulants are insensitive to the addition of Gaussian white noise. In practice, the carrier 
frequency at reception may not be accurately determined because of, among other things, natural 
instabilities in the transmitter and receiver oscillator frequencies, Doppler shift, and timing error. 
Since they are statistical measures of the signal, high order cumulants are therefore less susceptible 
to these forms of distortion. 

Cumulants (semi-invariants) are special combinations of moments that have useful properties 
such as additivity for independent random variables, where moment is usually defined as the 
mathematical expectation of the product of the process values at different moments in time for a 
stochastic stationary process. So, the moments of distribution or moments of a random variable φ 
are called integrals [18–21]:  
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where 4L(�) is probability distribution density, n - moment order number. 

The cumulant of a random process is the expansion coefficient of the logarithm of the 
characteristic function of a random process into a Taylor power series: 
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where n - is the cumulant order. 



There is a relationship between the cumulant QO and the moment 3O of a random variable, but 
the generating functions of the cumulants are difficult to calculate if we are not familiar with the 
exact distribution of the signal. However, the formulas for their relationship under the same 
distribution are known [1], we can use the expressions of cumulants features of two-dimensional 
random processes Cn,m, through their mixed moments En,m up to the 9th order, from C2,0: Q:,
 = 3:,
, (23) 
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Cumulants are complex numbers, and the main differences in their values for different types of 
digital modulation can be seen in the real components of these numbers. For brevity, we will use the 
term "cumulants" in what follows, referring only to their real parts. 

The initial data for calculating moments and cumulants are the complex signal ]/(�) = ^/(�) +
R_/(�) and its complex conjugate ]/(�) = ^/(�) − R_/(�), where ̂ /(�) - in-phase component , R_/(�) 
- quadrature component. 

Tables 1 and 2 show the values of the real part of the cumulant, selected as identification features, 
in various types of modulation with a signal-to-noise ratio of 5 dB, up to the ninth order. 

Table 1 

Cumulant Values at SNR=5 dB from 2nd to 6th Order 

 C20 C11 C30 C21 C31 C22 C50 C41 C32 C60 

GMSK 0.004 1.439 0.002 -0.014 -0.012 -0.012 -0.007 -0.002 -0.034 -0.089 
QAM-8 0.61 1.243 -0.001 -0.079 -0.836 -0.936 -0.012 -0.002 0.134 3.379 
QAM-16 0.002 1.237 0.001 -0.057 -0.006 -0.624 0.051 0.035 -0.006 1.147 
QAM-64 0.003 1.255 0.001 -0.049 0.008 -0.502 0.061 -0.004 -0.015 2.157 
APSK-16 0.005 1.108 -0.002 -0.03 0.001 -0.029 0.034 -0.003 -0.016 2.318 
APSK-32 0.003 0.991 0.001 -0.019 -0.001 -0.018 0.032 -0.002 -0.013 1.212 
BPSK -0.987 1.267 0.003 -0.028 -0.002 -0.028 -0.03 0.001 0.012 3.445 
QPSK 0.007 1.269 0.002 -0.01 0.001 -0.012 0.021 -0.002 0.014 0.259 
PSK-8 0.016 1.348 0.003 -0.024 -0.025 -0.025 0.028 0.008 0.035 0.148 
FSK-2 0.002 1.391 0.003 -0.009 -0.01 -0.009 0.037 -0.004 0.013 0.213 

Table 2 

Cumulant Values at SNR=5 dB from 6th to 9th Order 

 C42 C70 C61 C43 C80 C62 C54 C90 C71 C63 

GMSK 0.03 -4.391 0.258 -0.05 -6.89 0.21 -0.47 1.345 -1.33 108 
QAM-8 4.74 -56.6 1.359 6.287 -55.8 1.425 -51.2 62.02 6.87 1010 
QAM-16 0.04 -14.8 1.142 -5.47 -18.4 0.996 -0.38 5.025 -8.15 3042 
QAM-64 0.02 -0.162 0.159 -7.92 0.153 0.196 -0.04 0.328 -5.68 1388 
APSK-16 0.001 0.164 0.814 -0.02 -0.05 0.255 0.161 0.322 0.12 509 
APSK-32 -0.02 -267.2 -0.04 -0.04 -0.26 0.143 0.131 0.34 0.087 269 
BPSK -0.12 -1.494 0.34 -0.04 0.388 0.36 0.261 0.753 -0.76 2466 
QPSK 0.12 -39.3 -0.5 0.256 0.111 0.107 0.156 7.567 0.162 988 
PSK-8 0.013 -2.276 0.138 0.014 -0.37 0.11 1.491 1.884 0.56 1046 
FSK-2 0.013 -0.308 0.156 0.006 0.214 0.105 0.156 1.006 9.426 1013 



Table 3 

Characteristics of Neural Network 

Neural Network Parameters Value 

Number of neurons in the input layer 10 
Number of neurons in each hidden layer 20 
Number of hidden layers 10 
Activation function in input and hidden layers ReLU 
Activation function in the output layer Softmax 
Maximum number of epochs 500 
Early stopping value 30 

 

3. Process and result of neural model training 

In a multilayer perceptron, hidden layers have great significance in both the functioning of the 
network and training; these are placed between the input and output layers. The neurons in these 
layers receive data from previous layers, process that data, and send it to other layers. Hidden layers 
are for training purposes and gather features from the input data to be further processed in the 
output layer for classification or prediction. This section determines how the number of layers 
impacts the accuracy in recognizing various types of digital manipulations.  

Multilayer neural networks were implemented in Python using Colab Notepad. Multilayer neural 
networks were implemented in Python using Colab Notepad with algorithm displayed on Figure 5. 

A dataset was prepared for the classification of digital modulations comprising 10,000 different 
signals (1,000 signals for each type of modulation), where 7,200 are for training, 1,800 for validation, 
and 1,000 for testing purposes. The results of the simulations are represented in Figure 7. It also can 
be viewed in Figure 6 that the level of identification of types of digital modulation can be estimated 
by the quantity of layers. 

 

Figure 5: Algorithm for recognizing types of digital modulation. 

Figure 7 show the identification of digital modulation at a signal-to-noise ratio of 5 dB for different 
ANN structures. The numbers are presented in the form of a table, the rows and columns of which 
correspond to the signal modulation type and the algorithm solution. The cells contain the results 
that determine the modulation types. For example, at single-layer model: When identifying QAM-8 
signals, all 100 signals involved in the computer experiment were correctly identified. When 
identifying QAM-16 signals, 99 signals were correctly identified, but 1 signal was misidentified as 
QAM-64. 



 

Figure 6: Dependence of recognition accuracy on the signal-to-noise ratio. 

 

Figure 7: Result of recognizing types of digital modulation using hidden layers in quantity from one to four. 

4. Conclusions 

This article presents a study of digital modulation type recognition for ideal receiver 
synchronization, i.e., with a known frequency and initial phase of the received signal. It is shown 
why shared cumulants and moments are excellent to be used as information features for determining 



modulation types. A multilayer perceptron structure is created that uses Adam as error minimization 
function. Influence of the number of hidden layers of the neural system on the accuracy of digital 
modulation type recognition is investigated. It is shown that a perceptron with three hidden layers 
recognizes digital signal modulation types with excellent accuracy. For instance, with an SDN of 5 
dB, the modulation detection accuracy was approximately 0.99.  

In future works, it is possible to train this model to determine SDN and further improve its 
efficiency by choosing specific cumulants that best allow determining the modulation type and SDN. 
It is also planned to improve the technique for determining the modulation type when the values of 
the input parameters are not known exactly. 
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