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Abstract 
This paper elucidates the findings of an investigation into the cybersecurity status within Ukraine. This 
study utilizes a risk-oriented approach to develop a predictive model aimed at mitigating the potential 
dissemination of recognized cyber threats, specifically those related to information content security. 
Identified vulnerabilities play a crucial role in diminishing the risk associated with information content 
security. 
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1. Introduction 

The occurrence of extensive cyberattacks and their resultant adverse effects can be attributed to the 

emergence of hybrid war in Ukraine. In order to effectively address cybersecurity concerns, it is 

imperative to employ a precise and robust methodology. Furthermore, it is necessary to adequately 

evaluate the indicators related to cyber threats and vulnerabilities in the national cybersecurity 

system, taking into account not only their probability but also their impact on cyberspace and the 

consequences they pose to cybersecurity. Under such circumstances, the adoption of a risk-oriented 

approach in the domain of cybersecurity holds significant importance in establishing a 

comprehensive understanding and consciousness of the capabilities inherent in cybersecurity system 

to effectively combat potential threats. 

2. Related works 

A great deal of research has been done in the area of cybersecurity. A wide range of scientists chose 

the research directions. Many research works have focused on clarifying the basic principles of 

creating a modern communication system and the requirements that go along with it [1]. These 

studies have also offered recommendations for assessing the reliability of particular communication 

technologies [2, 3]. To protect the cloud environment, various proposed "ontological techniques" are 

assessed and a comprehensive analysis of various models is conducted [4–7]. A great deal of work 

has gone into finding and analysing software vulnerabilities as well as creating methods for reporting 
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and classifying them in software security [8–10]. In the domain of information protection, particular 

emphasis is placed on the prevailing techniques for identifying deviations and present threats in 

networks. Statistical approaches are regarded as potent means of identifying anomalies, while the 

chosen method is subject to empirical testing. Additionally, techniques for intercepting and 

scrutinizing network traffic during passive monitoring of a network segment are also taken into 

account [11–13]. The examination of diverse aspects of managing information security within 

organizations of varying sectors remains a significant aspect, encompassing the allocation and 

utilization of resources in the information security system of the organization [14–16]; information 

security threats  and risk management [17, 18]; management of documentation and information 

support systems in an organization [19, 20]; management of information security audits [21, 22]; 

management analysis of the effectiveness of information security systems [23, 24]. Several references 

have been linked to the utilization of diverse predictive techniques through the development of 

suitable models [25, 26]. 

Adopted methodology involves analysing scientific sources, researching cybersecurity threats, 

identifying and evaluating vulnerabilities, and developing predictive models for assessing the impact 

of cyber threats. This approach is aimed at further analysing and assessing the risks associated with 

cyber threats, as well as evaluating the data's cybersecurity capabilities within the cybersecurity 

system of Ukraine [27]. 

3. Proposed methods 

The data set utilized in this research was acquired through identification of cyber threats, indicators 

of cybersecurity capabilities and conducting a survey among cybersecurity experts in Ukraine [28]. 

As a result, the data set appropriately captures the expertise and professional knowledge of the 

survey participants. Respondents ensured their privacy and anonymity by electronically completing 

the questionnaires online. Information gleaned from respondents is increasingly being extracted 

using data obtained via online platforms. This approach makes it possible to effectively gather a wide 

range of opinions on a multitude of subjects from a sizable number of experts, spread out 

geographically.  In order to guarantee the evaluation of potential risks, an assessment was conducted 

for every indicator based on two fundamental attributes: "Likelihood" and "Consequences".  

To ensure the extraction of the most trustworthy information from the acquired data, only experts 

whose responses demonstrated logical coherence were chosen. The statistical justification for 

implementing a sample restriction procedure is rooted in the idea that the extensive nature of the 

questionnaire could potentially lead experts to provide erroneous responses. This is because the 

intricate nature of the questions coupled with the limited time available for comprehension can cause 

attention instability [29]. Moreover, when analysing the online mode data, it is imperative to 

recognize that the proficiency of specialists, lack of incentive to provide logical answers, and 

exhaustion or inattention due to the volume of questions could significantly reduce the quality of 

collected data [30]. 

3.1. Risk assessment 

The general methodology employed in this study adheres to the guidelines outlined in ISO 31000 

[31]. This pertains to the system of indicators in Ukraine's cybersecurity, which are categorized into 

three groups (threats, capabilities, and vulnerabilities). It encompasses the structure of data, 

assessment scoring, and the formation of an overall expert base. Additionally, it includes the 

application of specific methods, tools, data processing, analysis, and the interpretation of 

outcomes [32]. 

3.2. Linear Regression Algorithm Forecasting 

Regression analysis comprises techniques for developing mathematical models of the examined 

systems, techniques for ascertaining the parameters of these models, and techniques for assessing 



their sufficiency. Considering multicollinearity is crucial as it introduces computational instability 

through a substantial increase in computation errors. Consequently, it becomes unfeasible to 

interpret the outcomes, and the values of specific coefficients lose statistical significance. In certain 

scenarios, a method adopted to address the issue of multicollinearity involves repeatedly excluding 

related variables and subsequently comparing the outcomes. The stepwise regression procedure [33–

35] is one of the approaches utilized to choose the most crucial variables. 

4. Results 

The adopted approach entails evaluating the potential risks posed by various threats, ranging from 

0% to 100%, and it incorporates distinct threshold levels as follows [36]: when the risk level exceeds 

60%, it falls into the red risk zone (indicating substantive threats); in the range of 50% to 60%, it 

belongs to the orange risk zone (representing significant threats); within the 40% to 50% range, it 

pertains to the yellow risk zone, alerting to threats that require attention; when the risk level is at 

40%, it falls under the green risk zone.  

The evaluation of risk associated with the identified threats presents a wide range of outcomes, 

indicating differing degrees of appropriateness in terms of accurately representing the results 

(Figure 1). 

 

Figure 1: Overall ranking of cybersecurity threats. 

From the whole list of cyber threats, further analysis focuses on Information-content-security:  

Unauthorised-information-access – 56,01 % (level of risk) and Unauthorised-information-

modification – 55,20 % (Figure 2). 

 

Figure 2: Cyber threat rating – Information-content-security. 



It should also be noted that our analysis is based on a comparison of the mean value in assessing 

the level of risk. Expert assessments, despite the reliability of the sample, still have some differences 

(Figure 3.) But we perceive this as the variability of expert assessment, which once again emphasizes 

the representativeness of the empirical basis. Along with this, the use of the average value of expert 

evaluation is a common approach in our interpretation and is used by us mainly to analyse the trend, 

compare the risk of other indicators, as well as to build a forecast model. 

The assessment of cybersecurity vulnerabilities will be the focus of further investigation. Twenty-

one indicators of vulnerability have been identified and evaluated (Figure 4). 

 

Figure 3: Variability of cyber threat assessment by experts – information-content-security. 

 

Figure 4: Overall rating of cybersecurity vulnerabilities. 

Those that are the most pertinent and possibly at risk have been identified:  

– technological vulnerabilities: the upcoming generation of mobile communications known as 5G 

(62.71%); Internet of Things (IoT) (62.57%); quantum technologies (65.56%);  

– technical vulnerabilities, specifically information and telecommunication systems (54.27%). 

Software vulnerabilities, including the drawbacks of software code (53.65%).  

– concerns about legal and organizational vulnerabilities: legal aspect includes complying with 

government regulations and industry standards (61.55%) and ensuring sufficient accountability for 

breaches of cybersecurity laws (60.43%); organizational aspect involves monitoring cybersecurity at 

departmental level (60.99%) and promoting cooperation between public and private sectors in the 

cybersecurity field (62.95%).  

The examination of vulnerabilities is not limited to just analysing their descriptive statistics. In 

the realm of cybersecurity, it holds great significance to evaluate every potential threat identified 

and evaluated by the expert community in conjunction with the system of susceptibilities, 



represented by various indicators [37, 38]. The resolution of this issue is achieved through the 

construction of a suitable predictive model.  

By employing the linear regression model, we can determine the most efficient correlation 

between specific cybersecurity threats in Ukraine and the variables that describe the vulnerabilities 

of the national cybersecurity system (Figure 5). We utilized IBM SPSS Statistics software to analyse 

the data due to the vast array of potential combinations of independent variables in multiple linear 

regression. 

The initial regression model utilises predictors that define vulnerabilities in the field of 

cybersecurity in Ukraine to analyse the relationship with the variable "Unauthorised-information-

access" (Figure 6).  

The appropriateness of the acquired outcomes of the linear regression model can be determined 

by evaluating the statistical significance of said outcomes (Significance ≤ 0.05). 

 

 
REGRESSION  

  /DESCRIPTIVES MEAN STDDEV CORR SIG N  

  /MISSING LISTWISE  

  /STATISTICS COEFF OUTS R ANOVA  

  /CRITERIA=PIN(.05) POUT(.10)  

  /NOORIGIN  

  /DEPENDENT TA47  

  /METHOD=STEPWISE Va1 Va2 Va3 Va4 Va5 Va6 Va7 Va8 Va9 Va10 Va11 Va12 Va13 Va14 Va15 Va16 Va17 Va18 Va19 Va20 Va21. 

Figure 5: Syntax of the linear regression model "ТА47 - Unauthorised-information-access" (IBM 

SPSS Statistics). 

Coefficientsa 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) 26,185 4,857   5,391 0,000 

Technology: On modern information and 

communication technologies 

0,484 0,093 0,371 5,222 0,000 

Legal: Ensuring cybersecurity at the level of 

bylaws and regulations 

0,248 0,081 0,218 3,062 0,003 

a. Dependent Variable: Information-content-security: Unauthorised-information-access 

Figure 6: Linear regression model "Unauthorised-information-access" taking into account existing 

vulnerabilities (IBM SPSS Statistics). 

From a comprehensive range of indicators (Va1 - Va21) that depict the susceptibility to 

cybersecurity threats in Ukraine, through the utilization of linear regression analysis, two significant 

predictors were identified as means to mitigate the risk of the specific cybersecurity threat 

"Unauthorised-information-access". These essential predictors are categorized as follows: 

"Technology: On modern information and communication technologies" and "Legal: Ensuring 

cybersecurity at the level of bylaws and regulations."  

Using the same syntax in SPSS for the threat "Unauthorised-information-modification", we also 

identified the best predictors from the list of cyber system vulnerabilities: "Technology: On modern 

information and communication technologies" and "Legal: Compliance with government and 

industry standards". 

Based on the information provided, it is feasible to foresee a gradual decrease ranging from 10% 

to 30%. The forecast model is based on the example of a threat "Unauthorised-information-access" 

(Figure 7). 
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10 % 30 % 

Technology:  

On modern 

information and 

communication 

technologies 

Legal: 

Ensuring 

cybersecurity 

at the level of 

bylaws and 

regulations 

Technology: On 

modern 

information 

and 

communication 

technologies 

Legal: 

Ensuring 

cybersecurity 

at the level of 

bylaws and 

regulations 

Information-content-

security: Unauthorised-

information-access 

56,01 % 56,59 % 49,27 % 34,62 % 

Figure 7: Forecast of the threat level under the condition of changing the level of simulated 

predictors. 

5. Conclusions 

To address the matching of every identified and evaluated cybersecurity threat with the 

vulnerabilities in a system, the solution involves constructing a suitable predictive model.  

Using the linear regression model, we aim to determine the ideal relationship between the specific 

cyber threat in Ukraine's domain of cybersecurity and the variables representing the vulnerabilities 

of the national cybersecurity system. 

Among the various indicators that assess cybersecurity vulnerability in Ukraine, the primary 

factors that can help decrease the risk of threat propagation Unauthorised-information-access – 

"Technology: On modern information and communication technologies" and "Legal: Ensuring 

cybersecurity at the level of bylaws and regulations".  

By inputting into the prediction model and progressively adjusting the estimated level and key 

predictors by 10% and 30% respectively, a decrease in the cyber threat of "Unauthorised-information-

access" is anticipated. 
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