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Abstract
The Machine Learning Data Market (MLDM), which relies on multi-agent systems, necessitates robust negotiation
strategies to ensure efficient and fair transactions. The Contract Net Protocol (CNP), a well-established negotiation
strategy within Multi-Agent Systems (MAS), offers a promising solution. This paper explores the integration
of CNP into MLDM, proposing the CNP-MLDM model to facilitate data exchanges. Characterized by its task
announcement and bidding process, CNP enhances negotiation efficiency in MLDM. This paper describes CNP
tailored for MLDM, detailing the proposed protocol following experimental results.

Keywords
Machine Learning, Data Market, Negotiation, Contract Net Protocol

1. Introduction

The Machine Learning Data Market (MLDM), a data market framework based on multi-agent systems [1,
2, 3, 4], is designed to facilitate data exchange among agents to enhance their predictive performance.
Each agent initially builds a model using local training data and assigns a value to newly collected
data for potential trading. Agents then engage in negotiations to buy or sell data, setting prices based
on the data valuation methods and their respective budgets. Through these transactions, agents aim
to improve their learning models and overall performance by incorporating exchanged data. The
framework also includes mechanisms for performance evaluation after exchanging data to assess the
impact on predictive accuracy and budget.
While the original negotiation strategy facilitated data exchange, it lacked efficiency. To address

this, we introduced a tailored version of the Contract Net Protocol (CNP) [5], a well-established MAS
negotiation protocol [6]. This new approach, termed CNP-MLDM, aims to optimize data exchange
processes specifically within the MLDM framework.

2. CNP-MLDM

In the MLDM, agents engage in dynamic data exchanges to enhance predictive modeling performance.
Seller Agents (SAs) and Buyer Agents (BAs) participate in a structured negotiation facilitated by the
CNP-MLDM protocol. Each agent develops models based on local datasets, selects traded sets, and
sets prices accordingly. Through CNP-MLDM, agents announce their intentions to sell data daily
(iteration), including the price and data valuation of the traded set(see Figure 1a). Buyers analyze
received and unexpired offers, calculating the worth according to price and data valuation (DV) 𝑤𝑜𝑟𝑡ℎ =
(𝐷𝑉/𝑝𝑟𝑖𝑐𝑒) ∗ 𝑤𝑖𝑙𝑙𝑖𝑛𝑔𝑇 𝑜𝐵𝑢𝑦. Buyers then rank offers based on their worth and select the best one. If
the buyer’s budget is insufficient, it suggests a new price based on willingToBuy and data value. After
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(a) Task Announcement Message (b) Bid Announcement Message

choosing an offer, the buyer agent sends a response to the seller with the accepted or suggested price
and any other required information (see Figure 1b). The seller agent assesses received messages from
buyers. If a new price is suggested, the seller decides on the reduced traded data (size/quality). The
seller then sends the traded data to the buyer, who appends the new set to its training data and evaluates
model performance to measure the effect of the data exchange. If the buyer’s performance improves, it
can add the seller to a trust list for future transactions.
The performance of the MLDM framework using the Gain-Shapley Data Value (GDSV) method

for data valuation was examined on the OpenMl-CC18 [7] (a set of classification datasets) with the
K-Nearest Neighbors (KNN) algorithm. The results compare three scenarios: GDSV, No Exchange,
and Single Agent. The GDSV scenario significantly outperforms the No Exchange scenario, with the
performance gap widening as data collection increases. The Single Agent scenario, representing the per-
formance with complete data access, consistently shows the highest performance. However, the GDSV
scenario approaches this maximum boundary, indicating that strategic data exchanges enable agents to
approximate the performance of a single agent collectively. Overall, the results underscore the benefits
of the MLDM framework with GDSV and Contract Net Protocol (CNP) negotiation, demonstrating that
intelligent data trading can significantly improve predictive performance( see Figure 2).

3. conclusion

This framework enhances the negotiation strategy in MLDM, fostering a cooperative marketplace
where agents collectively improve their learning models for better overall performance. Future work
will involve adjusting the scenario to the real world based on complex scenarios like updated prices
from buyers and the bidding mechanism for sellers, taking into account changes in the size or quality
of the traded data. Additionally, a trust list can be implemented to manage competitive relationships
among agents.
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