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Abstract
With the increasing popularity of social media platforms, the dissemination of misogynistic content has become
more prevalent and challenging to address. In this work, we investigate the phenomenon of online misogyny
through the lens of hurtfulness, qualifying its different manifestations with respect to the profession of offended
women. By combining manual and automatic annotation, we find that specific types of misogynistic attacks are
more intensely directed toward professional figures: derailing discoursemainly targets authors and cultural figures,
while dominance-oriented speech and sexual harassment primarily target politicians and athletes. Additionally,
hurtfulness and emotive lexica are leveraged for assigning hurtfulness scores to social media posts. Our analysis
shows these scores align with the profession-based distribution of misogynistic speech, highlighting the targeted
nature of the attacks.
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1. Introduction

Misogyny is a radical manifestation of sexism directed primarily toward the female gender, which
persists in various forms in our society, especially on social media platforms [1, 2, 3, 4]. Historically,
women have faced numerous barriers that limited their access to certain professions and subjected
them to offenses related to their work [5]. Perpetuating inequality serves as a breeding ground for
misogyny. In our work, we focus on automated misogyny detection, investigating whether different
professional roles trigger varying nuances of hurtfulness across social media posts. We aim to fill a gap
in a field that has not yet addressed fine-grained forms of online misogyny [6].

While various works have contributed to misogyny detection through datasets and evaluation
tasks [7, 8, 9, 10, 11, 12, 13] and to the qualitative study of misogyny targeting specific individuals
[14, 15, 16, 17, 18], to the best of our knowledge there are no works that simultaneously explore from
a data-driven perspective the instantiation of misogyny addressed to women engaged in particular
professions.

2. Data Expansion and Labeling Workflow

We take as a starting point the EVALITA 2018 AMI dataset [7], which encompasses ground-truth
information on five categories of misogyny: derailing, discredit, dominance, sexual harassment, and
stereotype. We enrich the subsection of AMI for which it was possible to infer the victims’ professions
(i.e., 380 tweets) with the manual annotation of professions grouped into four classes, namely ‘artist’,
‘author’, ‘athlete’, and ‘politician’. We exploit Wikidata as taxonomy.
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Moreover, we expand the dataset by crawling new tweets directed to famous women with a known
profession. This crawling process results in 760 tweets with ground-truth information on professions,
which we refer to as the PRF dataset. Since the PRF dataset lacks information on the type of misogyny,
we use a BERTweet [19] model fine-tuned on AMI (Weighted Avg. F1 of .704 on the test set) to classify
the category of misogyny automatically. Overall, we conduct our study on 1140 tweets with both
misogyny and professional information.

3. Findings and Discussion

Figure 1: Left: Misogyny types and professions. Right: Hurtfulness scores of tweets.

Our findings show distinct patterns in the distribution of types of misogynistic speech concerning
professions (Fig. 1 Left). To further analyze the lexicon of misogynistic content, we leverage a hurtfulness
lexicon based on ItEM [20] using 9 categories from HurtLex [21] as seed words (Fig. 1 Right).

Overall, we find that derailing misogyny primarily targets authors and intellectuals, dominance and
stereotype/objectification predominantly attack politicians, while sexual harassment/threats of violence is
directed to politicians and athletes. As for the average hurtfulness scores, we notice that politicians
are mainly targeted with insults related to crime, homosexuality, and male genitalia, consistently with
sexual harassment/threats of violence. Artists present a peak in abusive language referring to female
genitalia, while for athletes we notice a more balanced misogyny type. Authors seem to be mainly
targeted with hate speech addressing crime and professions as main topics, consistent with the fact
that the types of misogyny mostly faced by this profession are derailing and stereotype
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