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Abstract
Fair algorithms are a prerequisite if we want to increase user trust, but are meanwhile also required for legal
reasons. Increasing the fairness of a model can lead to a decrease in prediction accuracy. While recent work
on fairness is often based on developing models that optimize fairness metrics while keeping the reduction
in accuracy to a minimum, few focus on how to make this fairness-performance trade-off as controllable as
possible. Several methods include a parameter 𝛾 for specifying the level of fairness penalty, leading not necessarily
to a smooth trade-off curve. By this we mean a curve that deviates only slightly from being monotonically
non-increasing. In this paper, we show that by only giving the sample weights generated by an AdaBoost-based
variant that is predicting the sensitive attribute to another classifier, discriminative predictions can be reduced
and the trade-off can even be made more controllable. Thus, our method allows for the possibility of creating a
more strategic balance between fairness and performance of the model through user control.
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Methods for fair machine learning often struggle to control the trade-off between prediction per-
formance and fairness. Several methods include a parameter 𝛾 for specifying the level of fairness
penalty [1, 2, 3]. However, varying 𝛾 does not necessarily lead to a smooth trade-off curve, i.e., a curve
that deviates only slightly from being monotonically non-increasing.

In this paper, we propose FairTrader, a method that makes the progression of the trade-off human-
predictable and thereby more controllable. Given 𝑛 instances, our method calculates instance weights
𝑤𝑗 , 𝑗 = 1, ..., 𝑛 using an AdaBoost-based procedure. AdaBoost is a classical boosting algorithm that
combines multiple weak learners 𝑐𝑡, 𝑡 = 1, ..., 𝑘 to create a strong classifier by focusing on misclassified
instances, i.e. it results in an ensemble ℎ [4]. This ensemble is trained on predicting the sensitive
attribute 𝑠 in such a way that instances for which the sensitive attribute 𝑠 can actually be predicted
well from the other features are given a low weight, while instances where 𝑠 cannot be predicted well
are given a high weight. Other methods adapting AdaBoost focus directly on adjusting the weights
such that the prediction is directly improved for fairness while training on the target variable 𝑦 [5, 6, 7].
Subsequently, the returned weights are given to another ensemble model 𝑓 predicting the actual target.
Thus, 𝑓 can be trained based on these weights in order to learn preferentially from the instances where
there is only little correlation between 𝑠 and other features. For calculating the weights, we adopt the
algorithm structure from AdaBoost, but customize the update function of the instance weights as

𝑤𝑗 =

(︂
1− 𝑐𝑡(𝑥𝑗) · 𝑠𝑗

2

)︂𝑡

· 𝑤𝑗 , (1)

where 𝑡 corresponds to the current iteration of AdaBoost. We hand over the sample weights 𝑤 of
all iterations of ℎ as well as the model weights 𝛼 of all weak learners to the subsequent ensemble 𝑓 .
Following this, the training process of 𝑓 consists of fitting model 𝑑𝑡, 𝑡 = 1, ..., 𝑘 on 𝑤𝑡 and assigning
weights 1− 𝛼 to its ensemble members.

For evaluation, we perform a 15-times hold-out in the outer loop, splitting the data randomly into
2
3 of training data and 1

3 of test data each time. Selected hyperparameters are then optimized on the
training data using three-fold cross validation in an inner loop. We optimize all models on the area
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Table 1: Values of AUTOC and the range that is
explored by the corresponding trade-off curve for
our method and comparative methods.

Data Method AUTOC 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 𝑥𝑚𝑖𝑛 𝑥𝑚𝑎𝑥 𝑦𝑚𝑖𝑛 𝑦𝑚𝑎𝑥

Compas FairTrader 0.10 0.21 0.77 0.98 0.51 0.65
Compas Adversarial 0.08 0.24 0.76 1.0 0.38 0.67
Compas Reduction 0.09 0.23 0.76 0.99 0.52 0.67
German FairTrader 0.05 0.09 0.90 0.99 0.50 0.59
German Adversarial 0.03 0.04 0.94 0.98 0.63 0.71
German Reduction 0.02 0.05 0.95 1.0 0.66 0.69
Adult FairTrader 0.10 0.33 0.64 0.97 0.54 0.77
Adult Adversarial 0.01 0.02 0.95 0.97 0.50 0.54
Adult Reduction 0.04 0.10 0.82 0.92 0.67 0.70

Figure 1: We compare the trade-off curves of the methods in terms of how much the trade-off points follow
each other in a monotonically decreasing sequence.

under the trade-off curve (AUTOC), as points should ideally be close to the top-right corner in order
to increase performance as well as fairness measures. For this purpose, the curves are truncated at
their minimum and maximum 𝑥-values, which also determines the extent to which a curve explores
the trade-off space. We compare to the adversarial mitigation method of Zhang et al. [8] and to the
reduction approach based on Agarwal et al. [1], which are implemented in fairlearn [9]. As fairness
metric, we consider the statistical parity difference [10], whereas for performance, we measure AUROC.

Taking the best of all models in terms of AUTOC leads to the preliminary results illustrated in Table 1
and Figure 1. We notice that for the best chosen model for the Compas dataset, the points of the
adversarial mitigation method lie for the most part slightly above those of our method. However, we do
not consider only the points indicating one specific pair of numbers of the trade-off, but take also a
look at the progression of the points in the order they were measured when increasing the fairness
parameter, here illustrated by colors. We observe that for adversarial mitigation and the reduction
approach, it is less clear to estimate where the next calculated pair of fairness and performance measure
will actually lie if we run the algorithm with gradually increasing 𝛾, even though 𝛾 represents the
balance between training towards predicting y and enforcing the fairness constraint. On the other hand,
for FairTrader, we can say that the trade-off curve iteratively decreases monotonically in the majority
of cases, especially compared to adversarial learning.
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