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Abstract
Explainable Artificial Intelligence (XAI) aims to reduce the inherent opaqueness of modern Machine Learning
(ML) systems and make it more interpretable. This has its highest potential benefits in critical societal application
domains. However, current literature in XAI is yet unable to be fully effective to real world scenarios due to
lack of expressiveness and easiness of understanding by domain experts outside AI. This PhD research proposal
seeks to advance the field of Multimodal eXplainable AI (MulXAI) in a user-centric manner and achieve XAI
concrete applicability in real-world scenarios. This through the introduction of WAIT, a MulXAI framework.
WAIT is capable of profiling users generate enriched, adapted explanations in terms of data modality, explanation
technique, explanation scope and verbosity. This will be accomplished through the implementation of an active
profiling strategy which iteratively tailors the interpretable output according to user preferences, attitudes, domain
expertise, and other relevant factors. The explanation process will be able to capture intra-modal and inter-modal
relationships. WAIT’s explainability module will produce enriched and comprehensive explanations adapting to
diverse users and stakeholders trough external knowledge provided. This paper provides an overview of the
work conducted since the start of the PhD, presents a brief but comprehensive review of the relevant MulXAI
literature, outlines key challenges and foundational objectives of the research, and discusses the preliminary
results obtained along with future steps.
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1. Context

Artificial Intelligence (AI) has experienced significant growth in recent years with the emergence
of Transformer-based architectures, Large Language Models (LLMs), and large-scale AI in general.
The focus now is on advancing the democratization of AI in important societal areas by prioritizing
interpretable models, transparent and enriched explanations able to process useful data in a liquid,
dynamic fashion rather than being specific to single purposes and data sources [1].

Healthcare, among others, is an area where the source of data is inherently multimodal [2]. Medical
data comes in a wide range of formats, such as images, medical notes and signals, to name a few. There
had been a number of efforts made to combine the inherent multimodality of the health sector for
disease prediction tasks, such as Alzheimer’s Disease (AD) and other significant conditions [3].
Despite recent AI models becoming more accurate and versatile in handling multiple data types,

critical issues persist. An important one is the opaqueness and overall lack of transparency in modern
deep learning AI systems, acting as one of the main barriers to their widespread adoption in socially
valuable areas. This hampers the benefits that AI can reflect in society. Explainable AI aims to tackle
these challenges through explanations and interpretable models but still falls short in integrating
multimodal inputs and personalization. For XAI to be truly effective, it must be accessible to the end
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Figure 1: System workflow: from data pre-processing through the application of the explainers to the fine-tuned
black box

user of different expertise than the computer scientist, tailored to individual user preferences and
capable of managing multiple modalities [4].

2. Research Question and Challenges

This research introduces WAIT, a multimodal XAI framework using Weighted AI Integration for
personalized explanations. The framework integrates diverse data modalities for predictions and
explanations, tailoring the output based on user interactions. Key challenges and building blocks for
WAIT’s full implementation include:

1. State-of-the-Art: Assess and build on current methods in multimodal AI and XAI to enhance
existing knowledge.

2. Transparent Predictive Architecture: Develop transparent models able to handle multiple
data modalities trough an ad-hoc input fusion module.

3. User Profiling Strategy: Design a user-profiling system based on interaction data to customize
explanations according to user preferences.

4. Personalized Explanations: Utilize user profiles to generate tailored explanations in various
formats, such as counterfactuals, rule-based, saliency maps, and feature importance. Implement a
dynamic, chatbot-based interface creating interactive, follow-up explanations.

3. Methods, Approach, and Evaluation

The first milestone of the project, the study “Integrating Multimodal Deep Learning and Explainable
AI for Enhanced Prostate Lesion Classification” [5] is currently submitted to and under review by a
renowned computer science journal. The work leverages a multimodal classifier on a medical dataset
obtained from a public challenge [6] of prostate carcinoma for a binary classification task with the
implementation of multiple XAI methods. The workflow of our study is reported in Figure 1.

The developed architecture is composed of a Convolutional Neural Network (CNN) integrating three
different image modalities with tabular metadata, which was converted into image format through a
specific algorithm [7]. The modalities are stacked along the width axis of each image. Furthermore,
different explanation methods are applied to the model to generate multimodal explanations.



4. Preliminary Results

Our approach has two key aspects: integrating three distinct Magnetic Imaging modalities, each
capturing critical prostate features, and incorporating tabular metadata, which is converted into images
for training a Multi-Layer Perceptron (MLP). The final model combines these image modalities with the
metadata, initialized using weights from the MLP’s last layer.
Post-hoc explanation methods are then applied to the model to enhance interpretability leveraging

both tabular and image data. Post-hoc XAI methods applied are SHAP [8] for quantitative interpretation
of feature importance of tabular data and Grad-CAM [9] to images for visual identification of the most
influential modalities for the classifier’s output process. Our approach boosted performance by using
comprehensive information from all modalities while enhancing transparency, making the model more
accessible to medical domain experts.

Explainability methods applied across different modalities clarify each modality’s role and importance
in classification, while also providing the most important image areas and tabular features. The source
code is available in the GitHub repository.
While increased transparency is crucial, it is yet insufficient by itself. Truly reliable AI explanation

systems must also be personalized to fit users’ specific needs and expertise.

Figure 2: AUC-ROC curve demonstrates a significant improvement in classification performance with the
inclusion of tabular data in the model.

5. Discussion and Future Work

Successive steps involve implementing personalization and fusion of explanations through user profiling,
leveraging interaction logs. User profiles will enable the explainer to produce tailored explanations
adjusted on the basis of users’ domain expertise, along with specific attitude towards the explanation
process.

As of today, we are conducting a literature review on the state-of-the-art in multimodal models that
achieve interpretability trough XAI methods. This review will include a taxonomy to standardize and
refine definitions of multimodality and multimodal explainability.

Then, we will integrate advanced architectures for better multimodal data processing and pair them
with various explanation methods, such as counterfactuals and concept-based explanations [10], for
more comprehensive results. Next, we will implement user log registration and develop a chatbot-based
interface to allow accessibility in querying the model for domain experts.
Our ultimate goal is to deliver the WAIT system as a unified, user-friendly platform that combines

classification and explanation, enhancing trust and usability for users with diverse attitudes and
expertise.

https://github.com/cgiova/multimodal_xai_prostate


Figure 3: (Top): SHAP calculates Shapley values, representing the contribution of each tabular feature to the
classification result. (Bottom): Grad-CAM generates a saliency map indicating the most important pixels for the
image classification decision.
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