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Abstract 
Decision-making for Machine Learning (ML) development is typically made by people with different 
interests and skills, in their respective role capacities. It involves complex tradeoffs across various 
design stages, involving conflicts and tensions among business, technical, and Responsible AI goals. 
Such tradeoffs occur at decision points, where close collaboration is needed. The collaboration of team 
members of diverse skills and knowledge is required due to the need for continuous evolution and 
monitoring of ML systems. Agent-oriented conceptual modeling can be used to identify and analyze 
conflicts between design decision points by way of refining goals, the alternative tasks that can achieve 
those goals, and softgoals which those tasks contribute to. 
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1. Introduction 

Decision-making during Machine Learning (ML) development often requires tradeoffs among 
various goals, including business, computational ML, and Responsible AI goals. Team members 
with different knowledge and skills are responsible at different points along the ML development 
process. Some decisions require tradeoffs that would affect other decisions, thus requiring 
collaboration with other decision makers. Agent-Oriented (AO) modeling can be used to identify 
dependencies among decisions and thus the needs for collaborative decision-making. 

To help deal with tradeoffs, goal-oriented (GO) reasoning has been shown to be useful for 
systematically designing and analyzing the interrelationships between business and ML 
objectives. As one example, GR4ML [13] analyzes the strategic business aspects of data analytics 
solutions. However, GR4ML, among other current GO approaches, are limited in that they do not 
consider how specific aspects of Responsible AI, such as fairness and explainability, affect the 
actions and goals of project team members with important aspects of Responsible AI. 

Our paper aims to deal with the problem of how conflicting stakeholder goals might impact 
the modeling process or the resulting AI system. GO models support identifying and prioritizing 
goals, but they may lack the expressiveness and analytical power needed to account for the 
diverse roles and influences of various stakeholders. This limitation becomes particularly 
apparent when dealing with how trade-offs affect the decisions of actors. By focusing on the 
impact of decisions on project team members, we can better address the balance between 
competing business, computational ML, and Responsible AI objectives in ML projects. 

AO modeling offers a systematic approach for understanding the complex interactions and 
dependencies between various actors involved in the ML model development process (e.g. [10]). 
By examining these relationships, we can identify how different actors—whether they are data 
scientists, engineers, or stakeholders—make critical decisions that influence the lifecycle of the 
ML model. This perspective is essential for recognizing the trade-offs that arise at key decision 
points. Understanding tradeoffs and reasoning is important for developing systematic strategies 
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that balance the competing objectives of ML models, including social responsibility, 
sustainability, and robustness, among others. 

In this paper, we will apply AO modeling, integrating GO reasoning along with the relevant 
context of social responsibility concerns, to address conflicting goals at decision points 
throughout the ML design cycle. This approach aims to guide the selection of design options that 
align with strategic business objectives while upholding principles of social responsibility. We 
will use AO conceptual modeling to address the collaborations inherent in the ML model 
development process. By focusing on the roles and interactions of various actors, we aim to 
provide a systematic approach for understanding and managing the trade-offs that arise at 
critical decision points, and how they affect the goals and interests of actors involved. 

 
2. Using Goal Reasoning to Analyze Decision Points and Tradeoffs 

Let us consider the general process of developing a ML model. In the Goal Model below (Figure 
1), we use the i* as a modeling language. By first breaking the process into the main goals, we can 
consider the following to be the principal goal: “Model be complete”. To achieve this goal, we need 
to achieve the following sub-goals: “Model be developed”, “Model be evaluated”, and “Model be 
productionalized”. Each of these goals can be attributed to a set of Actors. An ML Engineer is 
responsible for “Model be developed”. a Data Scientist is responsible for “Model be evaluated”, and a 
MLOps Engineer is responsible for the goal “Model be productionalized”. Each of these goals are then 
refined into further sub-goals, which are then categorized into a group of sub-goals and tasks to 
achieve those sub-goals, which will later (Figure 2) be encapsulated into Actors using an AO 
model. The Actors mentioned earlier are responsible for each group based on the higher-level 
goal that they are responsible for. The alternative tasks that can achieve each respective goal and 
sub-goal within the responsibility of the Actor represents the decisions they must make. Each 
alternative task contributes either positively or negatively to related softgoals, leading to 
tradeoffs. However, the success of these groups of decisions also has dependencies with each 
other, thus representing areas for Actor collaboration. In Figure 1 below, we use goal modeling 
to analyze the goals, sub-goals, and tasks covered by the Data Scientist. 

Figure 1: Portion of Goal Model depicting the key goals, techniques, and decisions involved in 
the ML model development process and the team members responsible. 

 
Multiple Actors may need to collaborate to achieve a parent Goal by observing that both the 

Data Scientist and Responsible AI practitioner are involved as we refine goals and tasks from the 
goal of “Model be evaluated”. The goal of “Model be evaluated” may be of primary concern to the 
Data Scientist, but the goal of “Model fairness be evaluated” is the primary concern for the 
Responsible AI practitioner. This suggests a collaboration pattern between different roles where 



another Actor becomes involved to achieve part of what achieves the parent goal, as identified 
throughout the refinement of nested goals/tasks across different nested stages. 

GO analysis supports expressiveness for a set of results coveting that given the choices that 
are made at these decision points, these high-level goals would or would not be achieved. 
However, existing GO modeling approaches (e.g. GRL [17], NFR [9], i* [8]) do not support the 
ability to express groups of decisions that are relatively independent, with some groups of 
decisions interacting with each other due to dependencies because of collaboration. 

 

3. Agent-Oriented Modeling to Analyze Tradeoffs Between Actors at Key 
Decision Points 

3.1. Translating GO Model to AO Model 

Based on the ML model development scenario presented in the previous section, in this 
section we will analyze how these tradeoffs then affect Actors involved in the ML model 
development process. Challenges in ML project team collaboration is a well-known issue, as 
there is a need to determine how project members can better negotiate and collaborate to 
balance the differing, often competing computational, business, and social responsibility goals 
during ML development [1] [11] [12]. Specifically, we aim to address with the problem of dealing 
with how decisions made by one Actor may affect softgoals that have an impact on the decisions 
of another Actor. 

As a solution, we use AO modeling based on i* to identify and analyze tradeoffs between actors 
involved. Using this AO modeling approach, our focus shifts away from a goal-based perspective 
of ML model development, toward being focused on the dependencies between actors, their 
assigned tasks, from the perspective of analyzing decision points in relation to collaboration. 

In Figure 2 below, we use the concepts of Agent, Role, and Position that were introduced in i* 
for modeling complex organizational relationships [8]. A Role is an abstract characterization of 
a social actor. An Agent, which can play (one or more) Role(s), represents a physical entity, such 
as a person. The Position concept mediates between Agents and Roles to provide an abstraction 
for a bundle of roles that is typically allocated to a single Agent. The Agent is said to occupy the 
Position, while the Position covers the set of Roles. The Position covers each Role and an Agent 
occupies the Position. 

The first step is to map out the Roles, then break down the tasks, goals, and softgoals that are 
to be encapsulated within each Actor boundary. As identified in the previous section, each group 
of goals and tasks represent a boundary of which a specific Actor is responsible for. In Figure 2, 
each of these groups are encapsulated within an Actor boundary using i* Roles, based on the 
function that the group is performing. For example, the goal of “Model be evaluated” is 
encapsulated within the Role boundary of Evaluating Model Performance. 

Next, for each Role, we will use the Actor distinction from i* [8] to identify Agents and 
Positions related to each Role. For example, using the previously mentioned example, the Role 
Evaluating Model Performance is played by a Data Scientist Position that is occupied by a Data 
Scientist Agent. 

Next, we identify strategic dependency relationships between each Role. During this step, we 
establish dependency links between each Actor boundary. At this point, we can analyze the areas 
of collaboration at each decision point, to understand how decisions made can affect strategic 
interests of each Actor during the ML model development process using Actor dependency 
modeling. For example, building off the example in the previous section for the goal “Model 
fairness be evaluated”, the Roles Evaluating Fairness and Evaluating Model Performance must 
collaborate, where each Role must achieve the goal “Model performance be evaluated” by ensuring that 
the dependum goal “Model fairness be evaluated” is achieved. In a fully developed model, the 



decisions in a Role might be affected by goals and dependencies in other Roles covered by the 
same Position, and the Agent occupying the Position. 

 
 

Figure 2: Actor Dependency Model depicting the dependencies and tradeoffs at key decision 
points for Actors involved in the ML model development process 

 
The AO model presented in Figure 2 is a translation of the GO model presented in Figure 1 

with the same elements, but from a different perspective, focusing on expressing how decisions 
by one Actor can affect those made by another. 

 
3.2. Collaborative Roles 

During the ML model development lifecycle, there can be several points in the process where 
multiple Actors must collaborate on a single decision point, thereby sharing ownership of 
achieving the subsequent goal. Existing AO modeling is limited in that we express the ownership 
of a goal by multiple Actors. In this section, we aim to address this problem by exploring the 
concept of “Joint Roles” and how they can alleviate this technical limitation of AO modeling. 

The technical challenge that the distinction of Joint Roles aims to solve is the technical 
challenge of expressing two different Agents being involved in the same task. To solve this, we 
need to group Roles to express collaborative decision making. As a solution, we define a “Joint 
Role” which is expressed using the existing i* Position concept, that serves as a “virtual Role”. 



Multiple Agents can be associated with the Joint Role with the PART relationship, and then the 
Joint Role would cover the Role(s) that the two Agents would collaborate on. 

Building off Figure 1, as an example to demonstrate the efficacy of the Joint Role using Figure 
3 below, let us consider the following Joint Role, of which the Data Scientist and Responsible AI 
Practitioner are part of. This AO model captures a fragment of the larger AO model in Figure 2, 
for the purpose of illustrating an example of the benefits of using Joint Roles. In this AO model, 
we have two Agents: the Responsible AI Practitioner and the Data Scientist who occupy Positions of 
the same names respectively. Each of these Positions are associated with the Joint Role of “Data 
Science Team”. It is important to understand that this Joint Role does not represent a physical 
team, but a figurative, or virtual team which serves the purpose of grouping the Positions of Data 
Scientist and Responsible AI Practitioner together to express their collaboration on shared goals 
and tasks. The Joint Role then expresses collaboration through dependency links: group fairness 
depends on model prediction correctness to achieve fair class distribution, in turn model 
prediction correctness depends on the success of balanced errors across groups. The two 
Positions must work together to ensure the dependencies between the two Roles that are 
covered by the Joint Role (Data Science Team) are successful. 

 
 

 
Figure 3: Agent-Oriented Model conveying a Joint Role with a virtual Position grouping the 
collaborative decision-making between the Responsible AI practitioner and Data Scientist 
Positions 



3.3. Dealing with Conflicts and Tradeoffs Between Collaborative Roles 

To deal with conflicts and tradeoffs in GO and AO modeling, it is important to know whether 
goals are satisfied. A given analysis procedure must support the ability to propagate goal 
evaluation (checkmarks, X’s, etc.) through the nodes and links to get to the answer. 

Figure 4 below adds goal propagation to the AO model in Figure 3, conveying conflicts 
between Roles covered by a Joint Role, ultimately conveying how decisions made by  one 

collaborator can affect the outcomes of another while the two respective Roles are collaborating. 
By choosing the task "equalized odds”, the Goal of "Model Fairness performance be achieved" is 

successful within the boundary of the Role Evaluating Fairness. However, because of choosing the 
task of " Evaluating F1 Score " within the " Evaluating Model Performance " Role, the dependum Goal 
of "Model Fairness be evaluated" is not successful, and subsequently the softgoal "Balanced errors 
across Groups" is not successful because the softgoal "Model prediction correctness" not being 
successful because of choosing "Evaluate Accuracy" at the "Evaluating Model Performance" Role's 

decision point. 
 

 
Figure 4: Collaboration challenges: Propagation of Goals conveying conflicts between Roles 
covered by a Joint Role, ultimately conveying how decisions made by one collaborator can affect 
the outcomes of another while the two respective Roles are collaborating. 

 

What if each respective Role (covered by the Joint Role of Data Science Team) chooses 
something different to address the conflict? In Figure 5 below, the task “Treatment Equality” is 
chosen within the Actor boundary of the Role “Responsible AI Practitioner”. Within the Actor 
boundary of the Role “Evaluating Model Performance Role”, the task “Evaluate Accuracy” is chosen, 



which helps the softgoal “Model prediction correctness”. As a result of this softgoal contribution 
and the associated satisfied dependums in the dependencies between the two Roles (“Model 
fairness be evaluated” and “Fair class distribution”), the softgoal “Model prediction correctness” is now 
satisfied, as well as the softgoal “Accuracy” now being partially satisfied. Simultaneously, the 
satisfaction of these intentional elements leads to a tradeoff of other softgoals within the 
Evaluating Model Performance Role: “False Positive Reduction” and “Balanced precision and recall”. 

 

Figure 5: Propagation of Goals showing successful collaboration after tweaking decisions 
 

In each of these examples, the decision points in each of these Roles can affect the success of 
softgoals between each other. Ultimately, this represents an example of how a single Joint Role 
(i.e. the collaboration between the Data Scientist and Responsible AI Practitioner Agents) can have 
conflicts during collaboration where key decisions made at key design points can affect the 
outcomes of the collaborator. Going back to our original research problem, the goal propagation 
analysis examples conveyed using Joint Roles demonstrates promise that the concept can be 
used to aid in understanding how decisions made by one Actor may affect softgoals that have an 
impact on the decisions of another Actor. 

With respect to limitations, the challenge we face with Joint Roles is, when do we use these 
Joint Roles? Are they only to be used when a functional goal is a joint responsibility? Another 
challenge is the following: though the Responsible AI Practitioner and the Data Scientist are shown to 
be a part of this Joint Role, in its current form the AO model expresses that both Positions are 
responsible for all elements within the Joint Role. But what specific elements are these Positions 



responsible for? How can we better connect the responsibility areas of the Joint Role to the 
specific Positions at own them? We aim to explore the concept further in future work with more 
complex examples. 

 
4. Related Work 

Though there have been several GO conceptual modeling techniques in the literature, such 
approaches have been limited in their ability to analyze tradeoffs that occur during key decision 
points in the ML lifecycle as well as how they affect Actors involved. Current approaches for 
conducting Responsible AI provide limited consideration of reasoning to support strategic 
analysis of business objectives. For example, GR4ML [13] is an existing framework which deals 
with analytics requirements, but does not address (1) challenges how tradeoffs affect the 
decisions between actors and (2) considerations for Responsible AI goals. Recently, Kuwajima 
and Ishikawa [18] proposed a GO conceptual modeling approach, which focuses on a particular 
set of guidelines: the Ethics guidelines for trustworthy AI from the European Commission. 
Though this approach uses a GO conceptual modeling approach, it is limited in its coverage of 
the problem. As a result, this approach cannot feasibly address conflicting goals and priorities 
about the different, conflicting, interpretations of Responsible AI. 

To the best of our knowledge there are no AO approaches for Responsible AI in the 
literature that specifically deal with tradeoffs both between goals as well as the strategic 
interests of Actors. Our work aims to extend beyond GO reasoning by facilitating the analysis of 
intentional modeling as well as analyzing and understanding the interrelationships between 
autonomous strategic actors in ML project teams and their relationship with Responsible AI 
goals and Non-Functional Requirements. 

Current computational techniques [5] and tools [4] [6] [7] provide conceptual 
frameworks which enable decision-support for data-driven applications. However, such tools do 
not support a goal-oriented, well-reasoned approach to achieve Responsible AI goals, and their 
relationships with strategic business and technical data science goals. Specifically, these 
approaches do not support important reasoning techniques such as tradeoff mechanisms, a goal 
refinement process, or the operationalization of those goals. 

5. Conclusions & Ongoing Work 

In ongoing work, AO conceptual modeling will be used to model complex organizational 
relationships with respect to ML project teams, including underlying challenges and conflicts 
which occur that are specific to ML. GO conceptual modeling will be used to develop the 
capability to explore alternate means to achieve a viable solution that satisfices the interests of 
each Agent, while considering tradeoffs among multiple competing goals between Agents. AO 
modeling will extend the GO modeling techniques applied as agents will be abstracted to make 
distinctions among different types of social actors with agency and individuality. 

In future work, we aim to emphasize further aspects of Responsible AI, such as bias, 
explainability, among others, to consider a holistic lens of “human-centeredness” in our goal- 
reasoning and AO modeling techniques. Future research will aim to better understand how we 
can identify specifically where such social responsibility elements as racism and bias exist by 
analyzing decision points using GO reasoning, and the interaction of these issues among Actors 
on ML project teams by extending the AO modeling we presented in this work. In future work, 
we aim to use empirical and literature-based studies to iteratively test and improve our 
modeling constructs until the language is stable and ready to be tested in an empirical setting. 
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