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Abstract
Vision-and-Language Navigation (VLN) aims to train a robot to perceive the surrounding environment and follow
human instructions. In the context of Digital Libraries, such agents hold transformative potential for assisting
users in navigating large, multi-modal repositories and in interpreting and connecting spatial, visual, and textual
data. However, training agents to follow human-like instructions in unknown environments remains a significant
challenge, largely due to the scarcity of labeled training data. To address this, we propose AIGeN-Llama, an
adversarial framework that utilizes Llama2 models for instruction generation. The Llama2 generator synthesizes
navigation instructions by processing image sequences, while a Llama2 discriminator determines the authenticity
of these instructions compared to ground-truth data. This adversarial training enhances the realism of the
generated instructions. We use metrics that are commonly used for image description, namely BLEU, METEOR,
ROUGE, CIDEr, and SPICE to quantitatively evaluate the proposed model. In addition, we show some qualitative
samples to prove the effectiveness of our method. The experiment highlights the flexibility and capability of
Llama2 as both a generator and a discriminator, demonstrating its potential to advance embodied VLN tasks.
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1. Introduction

Vision-and-Language Navigation (VLN) represents a critical frontier in embodied AI, where agents are
tasked with navigating unfamiliar environments based on natural language instructions. Beyond its
traditional applications in assistive robotics and autonomous systems, VLN holds significant promise
for enhancing digital libraries by enabling more intuitive, interactive, and accessible ways of exploring
complex, multi-modal repositories. For instance, VLN agents could guide users through immersive
virtual archives or assist in retrieving spatially or thematically relevant digital content using conversa-
tional queries. Currently, the development of robust VLN agents remains hindered by the scarcity of
large-scale, high-quality datasets that pair trajectories with human instructions. This limitation not only
affects generalization to unseen environments, a core requirement for real-world deployment, but also
constrains the potential integration of VLN technologies into innovative digital library applications.

Recent studies have shown that augmenting training datasets with synthetic instructions can improve
navigation performance [1, 2, 3]. Despite these advances, generating realistic and contextually grounded
instructions remains a challenge. Traditional approaches often rely on architectures, such as GPT-2 and
BERT, which may lack the flexibility and expressive power of newer large language models (LLMs). To
address this, we introduce AIGeN-Llama, an adversarial framework designed to leverage the advanced
generative and discriminative capabilities of Llama2, a state-of-the-art LLM.

AIGeN-Llama builds on the principles of adversarial learning, employing Llama2 as both the in-
struction generator and discriminator (see Fig. 1 for an overview). The generator produces detailed
navigation instructions based on image trajectories, while the discriminator evaluates the authenticity
and alignment of these instructions with ground-truth data. This adversarial interplay pushes the
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Figure 1: We present the overview of AIGeN-Llama, an adversarial framework that utilizes Llama2
models for instruction generation. AIGeN-Llama consists of a Llama2 encoder and a Llama2 decoder.
Llama2 decoder act as a generator and Llama2 encoder act as a discriminator. Both the generator and
the decoder are trained simultaneously to generate instructions corresponding to the given sequence of
images.

generator to create more realistic and nuanced instructions and also equips the discriminator to refine
its ability to distinguish between synthetic and ground-truth instructions.

The motivation for adopting Llama2 lies in its demonstrated ability to excel in a variety of complex
generative and understanding tasks, supported by its large-scale pretraining and fine-tuning on diverse
datasets. By integrating Llama2 into an adversarial framework, AIGeN-Llama seeks to overcome the
limitations of previous architectures, generating more relevant synthetic instructions. To quantitatively
evaluate AIGeN-Llama, we use metrics that are commonly used for image description, namely, BLEU,
METEOR, ROUGE, CIDEr and SPICE. In addition, we present some qualitative samples that show the
ability of AIGeN-Llama to generate reasonable instructions. Our approach sets a new standard in VLN
instruction generation and demonstrates the broader applicability of Llama2 in embodied AI systems.

2. Related Work

The field of Vision-and-Language Navigation (VLN) has seen significant advancements in recent years,
driven by innovations in both data augmentation and model architectures. AIGeN-Llama builds upon
these developments, addressing challenges in synthetic instruction generation and adversarial learning.

2.1. Vision and Language Navigation (VLN)

Vision-and-Language Navigation (VLN) is a challenging task requiring agents to navigate in 3D environ-
ments guided by natural language instructions. The Room-to-Room (R2R) dataset by Anderson et al. [4]
established a benchmark for VLN, pairing navigation trajectories with human-written instructions.
While early works on VLN focused on sequence-to-sequence long short-term memory model for action
inference, recent works rely on Transformers [5, 6, 7]. Graph-based methods where graphs are used to
model relations between scene, object and instructions [8] or the use of topological maps [9] have also
been introduced recently.

2.2. Instruction Generation for VLN

Instruction generation has emerged as a critical task for enhancing VLN datasets. Anderson et al. intro-
duced the Room-to-Room (R2R) dataset, which paired human-authored instructions with trajectories,
but highlighted the challenge of scaling such datasets due to the cost of manual annotation [4].

Recent efforts have explored generating synthetic instructions to augment VLN datasets. For instance,
Speaker-Follower models [10] synthesized path descriptions but often produced overly simplistic or
repetitive instructions. Other research studies generate instructions by sampling random trajectories,
leveraging online rental marketplaces [2] and large-scale datasets of indoor environments [1, 11, 3].
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Figure 2: Schema of the proposed generative-adversarial framework for synthetic instruction generation.
The Llama2 decoder acts as a generator while the Llama2 encoder acts as a discriminator. The generator
generates fake instructions token-by-token until it reaches the EOS token. The discriminator must
detect whether the instructions corresponding to a given sequence of images are real (ground truth) or
fake (generated).

These methods emphasize the need for high-quality synthetic data to improve the generalization
capabilities of navigation agents.

2.3. Large Language Models (LLMs) in VLN

The advent of large-scale pretrained language models, such as GPT and BERT, has had a significant
impact on VLN tasks. Recent studies have incorporated GPT-based decoders to generate instructions and
BERT-based encoders to contextualize trajectories [3]. However, these models often lack the versatility
and power of newer LLMs, such as Llama2, which excel at capturing long-range dependencies and
generating more coherent text.

AIGeN-Llama leverages Llama2 for both generative and discriminative roles. Its superior perfor-
mance in language modeling enables the generation of nuanced and contextually relevant instructions,
surpassing prior architectures in quality.

2.4. Adversarial Learning

Adversarial learning, popularized by Generative Adversarial Networks (GANs) [12], has been widely
adopted to improve synthetic data generation across various domains, including images, text, and audio.
In instruction generation, adversarial learning ensures that generated outputs closely mimic human-like
text. Works like [13, 14] demonstrated the potential of adversarial training for text generation To
overcome the problem of gradient propagation for discrete outputs, techniques like the Gumbel-Softmax
trick [14] were introduced to approximate differentiable sampling. AIGeN-Llama adopts this approach,
allowing Llama2 to generate high-quality instructions in an adversarial setting. The discriminator,
also powered by Llama2, effectively distinguishes between real and synthetic instructions, pushing the
generator toward greater realism and alignment with human-authored data.

3. Method

AIGeN-Llama is an adversarial framework that leverages Llama2 as both a generator and a discriminator
to produce realistic and high-quality navigation instructions for VLN. Unlike previous approaches that
rely on GPT-2 and BERT, AIGeN-Llama utilizes Llama2’s advanced language capabilities to generate
more relevant instructions. See Fig. 2 for the schema of the overall model.



3.1. Llama2 Generator

The generator is responsible for creating synthetic instructions based on sequences of images that
represent navigation trajectories. It processes the input visual data and sequentially generates tokens,
crafting instructions in natural language that guide the agent along the given trajectory.

The general approach is as follows. First, the images of the trajectory are fed into a pretrained
ResNet-152 to extract the visual features. Next, all objects in the last image of the trajectory are detected
using Mask2Former [15] trained on ADE20K. This is essential to enrich the visual representation. The
visual features along with the object names are fed into the Llama2 decoder as input. This is followed
by the BOS token which is used by the model as an indication to start generating the instruction for the
given trajectory. The Llama2 decoder is trained to predict the next token and predicts autoregressively
until it reaches the EOS token. Formally,

𝑦 = Llama2

(︂[︂
𝑣0, .., 𝑣𝑡Images, 𝑜𝑡𝑔𝑡, 𝑜0.., 𝑜𝑛,ObjectsBOS, 𝑖1, .., 𝑖𝑚,InstructionEOS

]︂)︂
(1)

where (𝑣0, ..., 𝑣𝑡) denotes the set of visual features for images of the trajectory, 𝑜tgt indicates the target
object label, (𝑜0, ..., 𝑜𝑛) denote the names of the objects in the last image, BOS and EOS are begin
of string and end of string tokens respectively. Consequently, (𝑖1, ..., 𝑖𝑚) denotes the tokens that
correspond to the instruction.

3.2. Llama2 Discriminator

Another Llama2 model that acts as a discriminator evaluates whether the generated instruction matches
the visual trajectory and aligns with real human instructions. This component ensures that the generated
instructions are realistic and contextually accurate. The purpose of the discriminator is to perform a
classification task between real and fake instructions. Here, the ground truth instructions are referred
to as real instructions, whereas the instructions generated by the Llama2 decoder are fake. Binary
cross-entropy loss is used to minimize the error between the actual output and the generated output
(real or fake).

3.3. Adversarial Training using Gumbel Softmax

The generator and discriminator are trained simultaneously in a competitive setup. The generator aims
to produce instructions that are indistinguishable from ground-truth human instructions, fooling the
discriminator. It minimizes a loss function on the basis of how “realistic” its outputs are judged to be.
The discriminator is trained to differentiate between real human-written instructions and synthetic
instructions generated by the model. It minimizes a binary cross-entropy loss that measures its ability
to correctly classify instructions as real or fake. Gumbel-Softmax is used to make the discrete token
generation process differentiable, enabling backpropagation through the generator during adversarial
training.

The generator loss is defined as:

ℒ𝐺 = − log(𝐷(𝐼𝐺,𝑥)), (2)

where 𝐼𝐺 ∈ 𝐺(𝑥) is the generated instruction and 𝑥 is the sequence of images belonging to the
trajectory.

The discriminator loss is:

ℒ𝐷 = − log(1−𝐷(𝐼𝐺,𝑥))− log(𝐷(𝐼𝑅,𝑥)), (3)

where 𝐼𝑅 ∈ 𝑅(𝑥) is the ground-truth instruction.



Table 1
Image description experiments comparison of AIGeN-Llama with AIGeN [3]

Val Seen Val Unseen
Model BLEU-1 METEOR ROUGE CIDEr SPICE BLEU-1 METEOR ROUGE CIDEr SPICE

AIGeN 48.4 22.8 46.5 89.0 32.9 42.1 17.9 39.3 48.6 22.8
AIGeN-Llama 35.6 21.8 53.8 117.6 41.3 26.3 17.1 44.4 81.9 33.2

4. Experiments

We evaluated AIGeN-Llama on a widely used VLN dataset, REVERIE. In REVERIE, navigation sequences
are composed of 360° images that are collected at the nodes of navigation graphs in Matterport3D
environments [16]. Each navigation sequence requires agents to identify and interact with specific
objects at the target location, adding complexity to the task. Only the frontal view of the 360° images,
with a field of view of 60° is considered. For evaluation, we follow the standard split of training, validation
seen, and validation unseen environments provided by the datasets. The training of AIGeN-Llama
uses a learning rate of 0.2𝑒 − 3 for the generator and 0.2𝑒 − 2 for the discriminator, a batch size of
1, and Adam [17] as the optimizer. We use a pretrained Llama2 7B chat model for the generator and
a pretrained Open Llama 3B model for the discriminator. The visual features used by the model are
extracted using ResNet-152. Both the generator and the discriminator are individually trained before
training them in an adversarial manner. This is done to ensure that the generator is already able to
generate somewhat relevant instructions when trained together with the discriminator in an adversarial
manner. Although the batch size is 1, we accumulate the gradients and update the optimizer every
48 steps. During the evaluation, the discriminator of the model is dropped, and the instructions are
generated using the trained generator only.

4.1. Quantitative Results

To evaluate the improvements introduced by AIGeN-Llama over its predecessor, AIGeN [3], we conduct
a detailed comparison of the quality of generated instructions in terms of both descriptive richness
and alignment with the input trajectories. The comparison focuses on two key aspects: instruction
realism and contextual relevance to visual data. The comparison uses the standard image description
metrics [18], namely BLEU [19], METEOR [20], ROUGE [21], CIDEr [22], and SPICE [23]. All these
metrics are obtained by comparing the predicted instruction with the ground-truth instruction in terms
of their n-grams (where an n-gram is a sequence of n consecutive words). While all these metrics are
commonly used for evaluating cross-modal description, only CIDEr and SPICE have been specifically
designed for this task. The others (BLEU, METEOR, and ROUGE) have indeed been proposed for
evaluating translation and summarization. According to recent literature, CIDEr showcases the best
alignment with human judgment [22]. As can be seen in Table 1, the metrics related to ROUGE, CIDEr,
and SPICE are considerably higher for AIGeN-Llama than for AIGeN. Although AIGeN-Llama has lower
BLEU and ROUGE scores compared to AIGeN, it’s important to note that these metrics were originally
designed for machine translation, where nearly exact word-for-word matches are expected. Low BLEU
and METEOR scores alongside high CIDEr, ROUGE, and SPICE scores suggest that while the generated
captions may not match the reference texts in wording or exact phrasing, they are capturing the core
semantic content effectively.

4.2. Qualitative Results

Fig. 3 shows three qualitative samples in which the instructions generated by AIGeN-Llama are compared
with the ground-truth instructions. All three samples have been taken from the “unseen” validation
split of REVERIE, so that AIGeN-Llama has never seen these environments during training. The first
two examples (a) and (b) are positive, while the latter is negative. In the first and second examples, both
the goal rooms (dining room and living room) and the target objects (plant in both cases) are recognized



(a) GT: Go to the dining room on level 1 with round table and center the plant on the table.
AIGeN-Llama: Go to the dining room and water the plant.

(b) GT: Enter the living room and pick up the potted plant.
AIGeN-Llama: Go to the living room and water the plant.

(c) GT: Pull out the second stool from the left side in the kitchen.
AIGeN-Llama: Go to the dining room and pull out the chair on your left.

Figure 3: Sample image sequences from REVERIE Val Unseen split with corresponding ground-truth
instruction and synthetic instructions generated using AIGeN-Llama. The images in each sequence
have been reduced to 6 to facilitate the graphical presentation and we only show the frontal image of
the panoramic observation at each timestep.

correctly. In the third example, ‘kitchen’ is recognized as a ‘dining room’ and ‘stool’ is recognized
as a ‘chair’. Looking at the last image of the trajectory (c), it is understandable that there is no clear
boundary segregating the kitchen and the dining table. Moreover, ‘chair’ and ‘stool’ are quite close to
each other in terminology, and hence, it is easy to confuse the two.

5. Conclusions and Future Works

In this work, we introduced AIGeN-Llama, a novel adversarial framework for generating high-quality,
and realistic instructions in VLN. Using the advanced generative and discriminative capabilities of
the Llama2 language model, AIGeN-Llama addresses key limitations of previous works, including
excessive reliance on human-annotated data. The adversarial setup, where Llama2 serves as both
a generator and a discriminator, enables the generation of synthetic instructions that closely align
with human-authored text while maintaining descriptive precision. Our experiments demonstrate that
AIGeN-Llama outperforms previous models like AIGeN on multiple evaluation metrics, namely ROUGE,
CIDEr, and SPICE. This shows that AIGeN-Llama is capable of capturing the core semantic content
effectively. In the future, we would like to test if the AIGeN-Llama helps to improve the navigation
performance.
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