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Abstract
This paper presents a preliminary investigation into automatic approaches that rely solely on content-based
features to compute indicators such as the “risk indicator”, which aims to provide a measure of the extent to
which risk is present/evoked in a set of informative resources. We built a dataset comprising English newspaper
articles, labeled by ten experts in Social Sciences and Humanities using a three-level scale to denote the ’degree’
of risk suggested by each article. The study reports on experimental results obtained by considering different
instantiations of the indicator, specifically exploiting normalized term frequencies and the Concept Mover
Distance.
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1. Introduction

The availability of a vast amount of digitized content has provided novel opportunities for investigating
research questions in Humanities and Social Sciences, for instance, for carrying out investigations
on heterogeneous and longitudinal sets of informative resources. One such research question is how
some public issues are discussed in different informative resources, e.g., different media streams. Let us
consider, for instance, issues such as “nuclear power” or “artificial intelligence”. How are those issues
discussed in the newspapers, social media, or other media streams? Can we measure if the narrative is
close to concepts such as risk and if that changes through time? Or if the “amount” of risk is larger
when discussing issues in future scenarios? The same questions are also relevant to other indicators,
e.g., for measuring the extent to which the discourse on a public issue is or becomes conflictual over
time. If several indicators are available, we can use them as features to identify, for instance, the extent
to which a topic covered a a set of documents is or is becoming controversial.

Because of the large amount of data potentially involved in this kind of investigations, we should
devise completely automatic methods for computing such indicators or, at least, methods to support
expert users in their investigations and reduce their cognitive effort by providing a subset of large
corpora where risk is “more present.”

This paper reports a preliminary experimental evaluation of methods based on content-based features
to compute indicators such as “risk”. We will rely on two existing approaches. The first approach
exploits the frequency of terms in a controlled vocabulary to compute the indicator on a per document
basis; the approach, proposed in [1] and inspired by the idea proposed in [2], can include information
other than term frequency, like the document length and the average document length in the document
corpus. The second approach is based on the Concept Mover’s Distance, which was proposed [3] and
exploits distributed representations of words to measure the extent to which a focal concept, in our
case “risk”, is present in texts.

The experimental evaluation has been carried out on a labeled dataset of news articles gathered
from English online newspapers. Those articles were manually labeled by ten assessors, specifically
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researchers in Humanities and Social Sciences, using a 3-level scale. The presence of risk in the articles
measured by the two considered approaches is compared with the labels assigned by the users.

The analysis of the obtained results shows a modest but positive relationship between the measures
and the manually assigned labels.

2. Related Works

Works on measuring the presence of risk(s) or the extent to which documents evoke the concept of risk
span a variety of research fields and tasks.

The eRisk series of Workshops,1, which started in 2017, aims at the early detection of risk on the
Internet. Detection techniques investigated in eRisk aim at the identification of different situations
related to health and safety, which include depression, harassment, signs of anorexia, self-harm, and
pathological gambling. The dataset adopted in the evaluation initiative relies on a text collection gathered
from Reddit [4]. Another work that focuses on the detection of risks, but in a different setting and with
a different goal, is [5]. In that work Latent Dirichlet Allocation (LDA) [6] was adopted to identify and
then monitor risks due to beeswax adulteration; the adopted corpus consists in news articles collected
through the Medical Information System from the Europe Media Monitor (EMM/MEDISYS) [7, 8].
However, the work reported in this paper considers a different task: our objective is to measure the
degree to which a document, particularly a newspaper article, evokes the concept of risk, thus having a
“measure” of the extent to which a newspaper reader perceives risk when reading an article.

The work reported in [9] investigates dense representations of words obtained using Word2Vec, to
analyze diverse variables that might affect perception of risk. Tasks investigated include predicting
risk perception, which is framed as a regression task, investigating word associations with risk sources,
and predicting ratings of risk dimensions. Risk sources might include technologies, activities and
occupations, and geopolitical forces. One objective of [9] was to gain insights into the opportunities
provided by dense vector representations, for instance, on their capability to provide the same results
that can be obtained through instruments such as surveys. Indeed, as discussed in that paper, these
instruments have some limitations. The results obtained in a survey generally refer to a specific risk
source or a set of risk sources; however, the obtained insights do not necessarily generalize to other
(novel) risk sources. Moreover, it is not possible to carry out a “retrospective” survey, which might be
beneficial to gain insights into the risk perception of a particular source in the past. In [9], the risk
sources were presented to a set of participants that needed to rate them in terms of riskiness, using
a scale from -100 to 100, and evaluate them on nine dimensions of risk perception; another task was,
given a risk dimension, to list the first three words that came into their mind. The obtained results show
the effectiveness of Word2Vec-based representation. The work reported in this paper shares with [9]
the adoption of dense vector representations but has a different focus: not risk sources but documents.
In [9] the idea of relying on newspapers to gain a retrospective perception of risk is mentioned as a
possible research direction, but it is not explicitly explored.

Research works on automatic detection and analysis of Media Frames might also be helpful for the
task addressed in this paper. A possible definition of framing is that proposed in [10]: “To frame is to
select some aspects of a perceived reality and make them more salient in a communicating text, in such
a way as to promote a particular problem definition, causal interpretation, moral evaluation, and/or
treatment recommendation for the item described”. Even if this is not a research direction pursued in
this paper, the relationship between framing theory and the task of “measuring” risk and the usefulness
of past contributions on automatic techniques to detect and analyze frames [11, 12, 13, 14] is worth
investigating.

1https://erisk.irlab.org/
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3. Risk Indicator Instantiations

As mentioned in Section 1, we will consider two different instantiations of the risk indicator.
The first instantiation shares the same intuition underlying the simple solution discussed in [3],

where the occurrences of the focal concept, in our case “risk”, are counted and normalized over the
number of words in the document. As stressed in that paper, one of the limitations of this approach
is that a positive value for the indicator instantiation is obtained only if the word “risk” occurs in the
document. The indicator instantiation proposed in [1] mitigates this issue not using a single keyword
but a set of keywords to describe the focal concept. For instance, in the case of risk, the set of keywords
can be: “risk”, “danger”, “hazard”, “damage”, and “harm”. These keywords can be identified with the
help of experts, through automatic techniques, or using a hybrid strategy where the expert is supposed
to use automatic extraction techniques to identify a set of candidates. Besides this limitation, this
instantiation does not consider other information, such as the length of the document. A possible
solution to take into consideration this additional document feature is to rely on the pivoted document
length normalization [15]; moreover, to mitigate the effect of the number of occurrences on the indicator
value, a possible option is to use the “saturated” term frequency as in BM25. Therefore, given a set of
keywords 𝒦, the value of the indicator for the document 𝑑 can be computed as:

ℐ𝒦(𝑑) =
1

|𝒦|
∑︁
𝑤∈𝒦

𝑛𝐿(𝑤, 𝑑)/𝐵

𝑛𝐿(𝑤, 𝑑)/𝐵 + 𝑘1
(1)

where 𝑛𝐿(𝑤, 𝑑) is the frequency of the term 𝑤 in the document 𝑑; 𝑛𝐿(𝑤, 𝑑) is normalized by 𝐵:
(1− 𝑏) + 𝑏 dl(𝑑)

avgdl(𝒞) where dl(𝑑) is the length of the document 𝑑 and avgdl(𝒞) is the average document
length in the corpus 𝒞; 𝑏 ∈ [0, 1] is a parameter that controls the weight assigned to the document
length normalization. The 𝑘1’s values control the term frequency’s effect on a document’s indicator
value. Differently from the original proposal [1], we did not count only occurrences for the exact
keywords in 𝒦, but we looked for occurrences of words containing the keyword as prefix — all the
words starting with “risk”, which include “riskiness” and “risky”. This instantiation of the risk indicator
and other variants are currently implemented and integrated in the TIPS Platform [16].

The other instantiation of the risk indicator relies on the Concept Mover’s Distance (CMD) [3]. CMD
is a way to measure the extent to which a concept, in our case “risk”, is present in a document. CMD
builds on Word Mover’s Distance (WMD), which measures the dissimilarity between two documents
as “the minimum distance that the embedded words of one document need to “travel” to reach the
embedded words of another document.” [17]. In [3], a pseudo-document composed of the term or
the terms denoting a specified concept is built, and then the WMDs are computed on the corpus
including the pseudo-document; the CMD is inverted in order to get a measure of “closeness”. A detailed
description of WMD and CMD can be found respectively in [17] and [3]. One of the advantages of the
second indicator instantiation is that WMD, and consequently CMD, can rely on different methods to
compute word embeddings, thus providing flexibility in terms of word representation.

4. Evaluation

We performed an experimental evaluation to gain some preliminary insights into the capability of
the two indicator instantiations in measuring the engagement of the concept of risk in a document.
Section 4.1 will reports details on how the two approaches were used, e.g., specific values of the
parameters and of the vocabularies. Section 4.2 will describe the dataset that we built to carry out the
evaluation. Section 4.3 will report and discuss the adopted evaluation measures and the obtained results.

4.1. Experimental Settings

As for the first approach, we considered two possible instantiations of the risk indicator using Equation 1.
In the first, the indicator assign to each word in 𝒦 the term frequency normalized over the document



length, in line with the simple approach discussed in [3]. In the second instantiation, we relied on
Eq.1 and we set 𝑏 = 0.75 and 𝑘1 = 1.2, which are the default values adopted in BM25. We implement
the first approach in Java using the functionalities of Apache Lucene for processing texts, e.g., for
tokenization. The average document length was computed over all the articles and was approximated
to the next integer, namely 420. The vocabulary used to compute the indicators are those reported
above: “risk*”, “danger*”, “hazard*”, “damag*” and “harm*”, where the asterisk notations is used to
specify that the match in the document is a prefix match — all the words beginning with that word
are considered a match and are counted to compute the statistics needed by the indicator instantiation.
Hereafter, we will refer to these two instantiations using the label kwnf, since the basic idea is to rely
on the KeyWord(s) Normalized Frequency. kwnf1 is the “simple” instantiation, kwnf2 refers to the
instantiations of Equation 1 with with 𝑏 = 0.75 and 𝑘1 = 1.2. In TIPS the computation of the indicator
is performed at indexing time and therefore it is stored along with other document metadata, accessible
at query time. We did not rely on a stemmer to the represent document to capture the (prefix) terms in
𝒦 in order to have a complete control on the adopted vocabulary.

As for the CMD, we relied on the implementation available in the text2map library.2 Since CMD
requires distributional representation, we explored two possible options: Glove trained on the dataset
and fastText English Word Vectors trained on the Common Crawl. As for Glove, we used 50 as word
vector dimension and 100 iterations. For each distributional representation, we considered two possible
instantiations. The first instantiation, hereafter denoted as CMDrisk, uses on the work risk to describe the
focal concept. The second instantiation, hereafter denoted by CMDriskset, “defines” risk using compound
concept.3 The compound concept was specified using the same words adopted for the first approach:
“risk danger hazard damage harm”.

4.2. Dataset

As for the datasets, we relied on the corpora indexed in the TIPS Platform [16]. TIPS is a research
platform designed and developed to assist researchers in the fields of Social Sciences and Humanities to
carry out investigations of the discourse of Science and Technology in the Media. It provides search
and analytics, e.g., the monitor the presence of technoscientific documents in the newspapers over
time or in different section categories, to compute indicator values and extract topics and follow their
trend/presence over time [16].

Through the TIPS platform, we sampled 1800 articles published from 2015 to 2019 in the online
versions of five English Newspapers. Then we removed duplicates and near-duplicates using the
approaches described in [16] which rely respectively on MD5 hashing of content and metadata and on
Locality Sensitive Hashing for Minhash Signatures [18]. After duplicates and near-duplicates removal,
we obtained 1736 articles. Those articles were distributed to a set of 10 assessors, which consisted of
researchers in sociology, humanities, and linguistics; each of them was assigned 200 articles and had to
specify if in the article

• no risk was suggested
• risk was suggested only marginally
• high risk suggested

Some articles were assessed in terms of risk by two researchers; if the assessment was not consistent
among the two, we did not considered the document for the evaluation. Other articles were removed
because the content no more accessible via the stored URL. The statistics on the resulting dataset are
reported in Table 1.

The content of the articles was extracted using some regular expressions manually devised in the
course of the TIPS Project and the newspaper3k library.4

2https://culturalcartography.gitlab.io/text2map/
3https://culturalcartography.gitlab.io/text2map/articles/CMDist-concept-movers-distance.html
4https://github.com/codelucas/newspaper
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Table 1
Dataset used for the experimental evaluation.

Class Number of documents

No risk suggested 1036
Risk suggested only marginally 185
Risk highly suggested 184

Table 2
Experimental results in terms of NDCG.

Method NDCG@10 NDCG@20

kwnf1 0.6255 0.4718
kwnf2 0.4804 0.4860
CMDglove+risk 0.4137 0.3647
CMDfasttext+risk 0.7217 0.5918
CMDglove+riskset 0.4515 0.4214
CMDfasttext+riskset 0.7652 0.6402

We opted for considering articles gathered from the TIPS platform because the assessment of the
level of risk was carried out in conjunction with another task: assessing relevance of the articles with
respect to science and technology. Indeed, TIPS is equipped with text classifiers that rely on Supervised
Machine Learning techniques; therefore, labeled data is needed both to train the classifiers and to
evaluate their effectiveness. The sample was extracted to check the effectiveness of the classifiers,
originally trained and evaluated on a different labeled set of documents. When labeling this additional
sample, we ask the assessors to assess also the “level” of risk.

4.3. Results

In order to evaluate the effectiveness of the approaches described in Section 3, we exploited two
measures. One is the Spearman Rank Correlation between the “true” labels – the one obtained as
described in Section 4.2 – and the scores assigned by the different considered approaches. The other
measure adopted is the Normalized Discounted Cumulative Gain (NDCG) [19], specifically the variant
adopted in [20]. This measure provides an indication of the approach capability to rank highly relevant
(in our case “risky”) documents at high rank positions. The gain adopted to compute the NDCG were:

• 0: no risk suggested
• 1: risk suggested only marginally
• 2: risk highly suggested

We computed both NDCG@k with two different cutoff: 𝑘 = 10 and 𝑘 = 20.
Table 2 reports the results in terms of NDCG. The most promising approaches, both for NDCG@10

and NDCG@20, are the CMD instantiations that rely on fasttext. Among these, the approach using the
controlled vocabulary to represent the "compound" concept proves to be the most effective. More simple
approaches such as kwnf1, which only relies on normalized term frequency, is one of the most effective
in terms of NDCG@10.

Table 3 reports the results obtained for the two instantiations of Equation 1 and those based on CMD
and fasttext, since they were the most effective CMD instantiations. Results are reported in terms of
Spearman Rank Correlation. The results show a modest but positive correlation between the true values
and the computed scores. Also for this measure, the results suggest that the CMDriskset variant, which
exploits the compound concept to describe risk, is the most promising.



Table 3
Experimental results in terms of Spearman Rank Correlation.

Method Spearman Rank Correlation

kwnf1 0.2269
kwnf2 0.2284
CMDfasttext+risk 0.3018
CMDfasttext+riskset 0.3469

5. Final Remarks

In this paper, we reported on an ongoing investigation we are carrying out on possible instantiations
of the risk indicator. We built a dataset with the collaboration of expert users in Social Sciences and
Humanities. We studied the effectiveness of two previously proposed approaches and the correlation
of the predicted “risk indicator” value with the gathered labels. The correlation is positive but weak,
suggesting further work is needed.

Indeed, the current work should be considered as a preliminary investigation since there are a number
of limitations that must be addressed.

One limitation is the modest size of the dataset, which includes only 1405 documents. As part of a
teaching activity carried out in a Master Degree Course at the University of Padova, we have asked
students in the course to label additional documents using the considered three-level risk scale. The
result of this activity will be adopted to increase the size of the dataset. We are planning to redistribute
some of the articles in the labeled dataset in order to analyze the consistency of the assessment among
the experts.

Another limitation is the type of considered approaches. The term frequency-based normalization
was adopted to investigate the effectiveness of a simple approach. CMD was considered in order to
benefit from distributional representation. However, other approaches besides Glove and Fasttext might
be adopted, for example, representations rooted in transformer-based architectures such as BERT and
its subsequent extensions/variants, that were shown to be particularly promising — see for instance [21].
These representations can be adopted in conjunction with the CMD or with novel strategies, e.g., based
on subspace-based representations.

The approach considered in this work relies solely on the content of the documents. We are pursuing
this research direction due to the nature of the informative resources under consideration—namely,
newspapers—where reader interactions, such as comments, are not necessarily available. These types
of approaches can also be applied to other kinds of documents, such as parliamentary data [22].

However, content-based approaches can be complemented with other sources of evidence, such as
reader interactions or information gathered from other media streams. User interaction, in particular,
has shown to be promising in tasks like the analysis and prediction of controversies in social media
streams, such as Reddit [23].

As mentioned in Section 2, another research direction that we intend to investigate is the relationship
with Media Frames and the effectiveness of automatic approaches for frame detection and analysis [11,
24, 13] for the task considered in this paper. The focus will be on approaches such as that proposed in
FrameFinder [14] for frame label prediction, which models the problem as a zero-shot prediction task.
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