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Abstract

Optical Character Recognition (OCR) technology is integral to digitizing and accessing historical documents
within digital libraries. However, OCR systems often struggle to accurately recognize and classify complex
document structures, especially historical texts with diverse layouts and languages. This preliminary study
addresses this challenge by proposing the building of a comprehensive and community accessible dataset of
Arabic title pages using advanced Vision Language Models (VLMs) and OCR tools. In this context, by extracting
the first pages of each document at high resolution, we focused on accurately classifying frontispieces and
distinguishing them from the main text to improve metadata quality and document retrieval in digital libraries.
The Qwen-2v1-72B model was utilized to classify each page as either a ‘frontispiece’or ‘non-frontispiece’using a
specially designed prompt. The identified frontispieces will be processed using Google Vision Al to automatically
extract a Ground Truth to be evaluated by linguistic experts before completing the dataset. Further steps will
envisage training of an open source solution such as Kraken OCR to also evaluate the effectiveness of the dataset.
The innovative approach introduced here not only addresses the current lack of comprehensive datasets but also
advances the effectiveness and precision of digital library initiatives such as the Digital Maktaba project.
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1. Introduction

As digital mediums become central to information consumption, the demand for accessible and search-
able digital texts has grown exponentially. Optical Character Recognition (OCR) technology has played a
pivotal role in this transformation by converting various document formats into editable and searchable
data. This technology is crucial for digital archiving, information retrieval, and data analysis. OCR
technology still faces notable challenges, particularly with complex and historical documents. These
challenges are amplified when processing Arabic script, where unique linguistic, typographic and
calligraphic characteristics affect OCR accuracy. One of the primary barriers in OCR research and
application is the lack of comprehensive, high-quality datasets designed for library usage. Moreover,
in comparison to other languages and scripts, existing datasets often lack the breadth and specificity
required to address these complex features, hindering the development and benchmarking of advanced
OCR algorithms. This limitation is especially critical for elements like frontispieces (i.e., title pages)
which contain unique artistic and typographical components that demand specialized OCR handling.
Fig. 1 shows an example of title pages. In developing a cataloging tool, which is the main aim of the
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Figure 1: Example of a Frontispiece Pages Group (FPG) as intended in this study

Digital Maktaba project !, we present here a possible pipeline for the creation of a title pages dataset to
effectively train an Open Source OCR model such as Kraken [1], through the escriptorium VRE [2],
to extract cataloging metadata from Arabic printed frontispieces. The presented work also considers
recent advances in Vision Language Models [3, 4] that could contribute significantly to data extraction
from images by integrating visual, as well as textual understanding. By leveraging VLMs and a closed
source OCR such as Google Vision Al this study addresses these challenges by developing an extensive,
community-accessible dataset of title pages in the Arabic script. We focus specifically on accurately
classifying frontispieces and distinguishing them from the main text within the initial pages of each
document. Additionally, we aim to generate enriched metadata for improved organization and retrieval
in digital libraries. Currently, we are in the process of constructing a dataset that captures the diverse
typographic and structural challenges of Arabic texts. Our immediate goal is to finalize this dataset
and utilize the best available OCR tools to automatically extract text, or portions of it, from these
documents. This extracted text will then be meticulously reviewed and corrected by experts to create a
gold-standard reference, ensuring accuracy for future OCR advancements. In the sections that follow,
we provide background on OCR technology, elaborate on the unique challenges posed by Arabic script,
outline our objectives and methodology, and discuss the preliminary workflow and the anticipated
outcomes and implications of our study.

2. Background and Related Works

2.1. Arabic Optical Character Recognition in Digital Libraries: the Title page as FPG
and VrD

OCR technology has played a key role in library and archive digitization efforts across the globe.
By converting printed text into machine-readable formats, OCR facilitates the storage, retrieval, and
analysis of vast document collections. Traditional OCR systems rely on pattern recognition and machine
learning techniques to interpret character shapes and word patterns in scanned images [5]. While
effective for documents with conventional fonts and layouts, these systems struggle with documents
that deviate from these standards. The Arabic script poses several specific challenges due to its unique
linguistic and typographic features. Arabic is written in a cursive, right-to-left (RtL) script, complicating

"The Digital Maktaba (DM), defined as Work Package (WP) 5 in the ITSERR (Italian Strengthening of the ESFRI RI RESILIENCE)
project, functions as the primary source and ultimate goal of the study presented here. This WP is dedicated to crafting
a digital library that can analyze and extract information from multi-lingual documents, particularly from Arabic scripts
(Arabic, Persian and Azerbaijani), offering a state-of-the-art cataloging methodology designed specifically for religious
studies libraries that need to manage multi-lingual and multi-alphabetic cultural resources



character segmentation. Some Arabic graphemes have diacritical dots (above or below the baseline) that
can shift in different calligraphic-typographic styles leading to recognition errors. The script primarily
represents consonants, with vowels indicated by optional diacritical marks (that are often not presented).
Arabic characters change shape depending on their position within a word (initial, medial, final, or
isolated). Some graphemes do not connect (bind) with others creating words with multiple disconnected
components. Lastly, in some calligraphic styles the characters may overlap, touch, or appear in slanted
orientations. In the present preliminary investigation, the title pages could be conceived as part of
a series of pages that we refer to as Frontispiece Pages Group (FPG). This definition is motivated by
the context of frontispiece OCR analysis and character extraction for the development of a system
able to support the librarian’s work. FPGs are groups of pages where most of the metadata useful for
cataloging is present. It should be also considered as such since we often have the recurrence of the same
information in different scripts on different pages and with different layouts (e.g., title is represented
in the title page, as well as in other pages, sometimes in other fonts). The title page in many cases is
a black-on-white re-proposition of the cover page where the mere binarization of the text does not
solve other graphical issues (decorations, vocalization, etc.). Subsequent pages of the FPG usually report
useful data (even in a fragmented manner across several pages) in more ‘normalized’scripts allowing for
easier text extraction and cataloging. In some cases, the information is placed inside special boxes on
one of the pages following the title page. Moreover, the title page in the FPG, from a Document Analysis
perspective, could be considered in many cases the same as a Visually Rich Documents (VrD) [6, 7, 8, 9],
especially considering that scanned PDFs from the physical realm could also bear noise elements such
as library stamps or marks and several other issues related to the state of the paper as support.

2.2. Peculiar challenges posed by Arabic script FPGs

Frontispieces present unique challenges for OCR extraction that are not typically encountered with
internal pages. Frontispieces often exhibit a high degree of variability and complexity. Several factors
contribute to the increased difficulty:

Variety in Layouts and Designs. Frontispieces may include ornate designs, decorative elements, and
unconventional layouts that intertwine text and images. This visual richness can confuse OCR systems,
which are primarily trained on text-centric pages.

Diverse Backgrounds and Noise. The presence of backgrounds with various colors, textures, or
deteriorated conditions adds noise to the images. Such backgrounds can interfere with text recognition
by obscuring characters or creating false positives.

Non-Standard Fonts and Scripts. Frontispieces often feature artistic or custom typefaces, including
calligraphic styles like Naskh, Nasta’liq, or Kifi. These fonts have unique graphical peculiarities that
are not always well-represented in standard OCR training datasets.

Multiscript Content. They may contain text in multiple scripts, such as Arabic and Latin sometimes
within the same page. Moreover, the use of numerals (for dates) and alphabetic script is by itself a
challenge since Arabic-indic numerals have a LtR orientation while Arabic script is RtL.

Presence of Vocalization and Diacritics. The inclusion or omission of vowels and diacritical marks
can vary, affecting character recognition. Decorations or artistic elements might be mistaken for dia-
critics, leading to misinterpretation of the text.

These challenges are compounded by external variables such as overall image quality, character resolu-
tion, different levels of support degradation and the presence of colored fonts or backgrounds. Previous
works [10, 11, 12, 13] highlighted that these issues requires not only advanced OCR algorithms but also
carefully curated datasets.

2.3. Related Works: Vision-Language Models in OCR

VLMs models have applications across a range of fields, including image captioning, visual question
answering, and object recognition, where both visual and textual data are combined [14]. Leveraging
large-scale neural networks and extensive datasets, VLMs are designed to interpret complex images
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Figure 2: Example of the proposed pipeline. In grey some further step of training and fine tuning a Kraken OCR
model for librarians use

that may include text, graphics, and other visual elements [4]. Although VLMs are still emerging in
document analysis, their potential for handling mixed-media layouts and intricate document structures
is promising. Unlike traditional OCR systems, which are focused solely on recognizing text, VLMs take
a holistic approach by analyzing both visual and textual components of an image. For instance, the
Qwen-2v1-72B [3] model is designed to analyze multimodal data and can perform tasks such as image
captioning and visual context interpretation, which could theoretically aid in recognizing text within
complex visual contexts. At the time of writing, it is the best overall performing open-source VLM
according to benchmark evaluations [15].

2.4. Related Works: Arabic Printed Characters Datasets

In the last two decades Arabic script OCR studies have made significant steps forward. An example of
dataset useful for both handwritten and printed Arabic text is ARABASE [16]. The Dataset is a collection
of documents images and Part of Arabic Words (PAWs). In 2009, the APTI dataset (Arabic Printed
Text Image) was composed of 45,313,600 word images covering 250 million characters representing

one of the most extensive [17]. In 2010 PATDB (Printed Arabic Text Data Base) [18] was published
as a corpus consisting of 6954 scanned pages images with different dpi resolutions. Few years later
the multi-font dataset APTID/MF (Arabic Printed Text Image Dataset/Multi-Font) emerged as another
solution for segmentation and automatic font identification researches with 387 pages of documents

scanned in grayscale, from which 1845 text-blocks and a large dataset of 27,402 samples were extracted
[19]. Similarly, the ALTID dataset was composed by 1,845 text blocks in Arabic and 2,328 in Latin
alphabet from 731 greyscale images [20]. Worth to mention is also the KAFD dataset [21], which consists

in 40 fonts in 10 sizes and 4 different styles (e.g., bold, italic, etc.), while in 2017 another PAW dataset was

created from 83,056 text images representing all the words of the Arabic language in different Arabic

fonts: (e.g., Thuluth, Naskh, etc.) for a combined total of 415,280 images [22]. In 2022 a bilingual dataset

with the name of BPTI (Arabic/English) was ideated to address the lack of availability of bilingual text
datasets. It consists of 97,812 text images categorized into two groups: Scanned page and digitized line

images [23]. Finally, two datasets designed and developed for the recognition of Arabic printed text

with examples and text images collected from the Qur’an: QTID (Quran Text Image Dataset) consisting

of 309,720 images with a total of 2,494,428 characters from the Qur’anic text [24]; and the second [25]

containing 604 images at page level and 8,927 images at text line level from the Medina Qur’an (mushaf
al-madina). At the best of our knowledge no specific dataset has been developed for the analysis of
Arabic printed title pages OCR handling in the context of librarian use and digital libraries.



3. Methodology

The primary focus of this study is to improve the OCR capabilities for digital libraries by developing a
comprehensive, community-accessible frontispiece dataset. Our methodology involves assembling an
initial set of historical documents from the FSCIRE "La Pira" digital archive, classifying their pages as
“frontispiece’ or ‘non-frontispiece’, and creating an initial OCR draft of the frontispieces using Google
Vision Al, which will be evaluated with common metrics such as Carachter Error Recognition (CER) and
Word Error Recognitin (WER), analyzed and corrected by linguistic experts. The decision to implement
this tool for dataset creation is based on previous tests of open-source solutions such as EasyOCR,
Tesseract, and Google Docs [11] where the latter emerged for better performances on the languages in
our collection. Despite that, the large number of images to be processed and the accuracy and flexibility
needed for our specific goal led us to the selection of Google Vision Al. A visual representation of the
pipeline is shown in Fig.2 while further details are provided in the following sections.

Document Selection and Preparation. We collected approximately 140,000 donated documents,
selected for their diversity in content, formats and cultural significance. This collection ensures that the
dataset spans a range of subjects, periods, languages, layouts, fonts, and visual elements, aligning with
our goals of cataloging and preserving large non-latin cultural heritages. The documents were then
divided into digitized and non-digitized with the latter selected for the next processing steps.
Resource management.To manage resources effectively and maintain consistency, we extracted the
first six pages of each document at high resolution, as these initial pages typically contain frontispieces
and other introductory materials. Each page is scaled proportionally to 4096x4096 pixels to reduce the
amount of converted tokens for the VLM used in the next step.

Processing Documents. To process these pages, we selected the Qwen-2vIl-72B model, one of the best
open-source VLMs currently available. Using a specialized prompt, we guided the model in classifying
pages as frontispieces or non-frontispieces. After obtaining the subset of frontispieces, we used Google
Vision Al to produce an initial text extraction. Given that the analyzed pages are particularly challenging
(as stated in Section 2.2), the results of this step will be given to human experts for correction, resulting
in a high-quality OCR data set at the end of the pipeline.

4. Conclusion and Future Directions

In this extended abstract, we have presented our planned approach to improve OCR capabilities for
Arabic frontispieces in digital libraries. Recognizing the unique challenges of Arabic script and the
scarcity of specialized datasets, we aim to develop a comprehensive, high-quality dataset by processing
approximately 140,000 historical documents. By employing advanced Vision-Language Models like
Qwen-2vl-72B for page classification and OCR tools such as Google Vision Al for initial text extraction,
we intend to create a reliable resource for training and benchmarking OCR algorithms. Our future
work will focus on finalizing this dataset, refining the OCR pipeline, and collaborating with linguistic
experts to ensure accuracy. We believe this effort will significantly contribute to the preservation and
accessibility of Arabic texts in digital libraries, supporting advanced cataloging and research initiatives.
Moving forward, we plan to publicly release our curated frontispieces dataset, providing a valuable
resource for the research community. With this dataset, we plan to train the open source Kraken
OCR engine to develop a model specifically tailored for the librarian and cataloger usage, also aiming
to improve OCR accuracy for these complex pages and to facilitate better metadata extraction and
cataloging. Additionally, by offering the dataset as a benchmark, we hope to support the evaluation and
advancement of OCR systems focused on frontispiece recognition.
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