
Large Language Models in Higher Education - 
Perspectives, Opportunities and Limitations 
 
Emilija Kisić 1,*, Miroslava Raspopović Milić1, †, Mohammed Saqr2, †,   Sonosles López-Pernas 
2, †, Miguel Á. Conde3, †, Olga Pavlović1 

 
 

1 Belgrade Metropolitan University, Faculty of Information Technology, Tadeuša Košćuška 63, 11000 Belgrade, 
Serbia 
2 University of Eastern Finland, School of Computing, Yliopistokatu 2, 80100 Joensuu, Finland 
3 Universidad de Salamanca, Escuela Politécnica Superior de Zamora – Av. de Requejo, 34, 49029 Zamora, Spain 
4 University of León, Escuela de Ingenierías – Campus de Vegazana S/N, León, 24071, Spain   

 
 1 

1. Introduction 

Nowadays many industries are changing as a result of the rapid development in the field of Artificial 
Intelligence (AI), particularly Large Language Models (LLMs) [1]. LLMs have both gained attention 
in different fields and education is no exception. Traditional educational models rely on teachers 
passing on knowledge to students, which puts a great burden on educators. Many educators are 
overwhelmed with teaching loads including preparation of teaching materials and assessing students’ 
activities, while leaving little room to address individual students and their unique learning needs. 
Educational institutions are facing different challenges. On the one hand, students are exhibiting high 
dropout rates and low student engagement [2], while on the other hand, there are many challenges 
with teaching resources [3].  

The new advances in AI holds promise that including AI in education may be effective in 
personalizing learning experiences, automating administrative tasks, providing real-time feedback, 
and helping educators identify and address individual student needs more efficiently [4]. Therefore, 
researchers have rushed to experiment with LLMs and incorporated them in educational tools for 
offering personalized learning [5], generating interactive simulations [6], automated grading [7], 
intelligent tutoring [8], and adaptive assessments [9]. Also, LLMs have been operationalized in other 
areas of education: (i) personalized learning, (ii) intelligent tutoring systems, (iii) educational resource 
creation, and (iv) assessment and feedback [10]. LLMs are used to analyze students' learning patterns 
and behaviors, while providing individualized resources and feedback with a goal to improve 
academic performance and student engagement. In this way personalized support and tailored 
resource recommendations can be enabled.  

Furthermore, LLMs have been used to provide intelligent tutoring which includes real-time 
problem-solving, different learning strategies, and academic guidance using interactive dialogues 
with students [11]. By creating lesson plans, tests, and study aids, LLMs can reduce the workload of 
teachers while preserving high-quality, standardized content. LLMs have also been used for tracking 
students’ learning progress which can provide teachers with feedback on student performance [12]–
[14]. With a proper structure and input, LLMs are able to evaluate student work and provide useful 
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feedback that promotes continuous learning and growth. Moreover, LLMs can explain the outcomes 
from other forms of AI in education (such as dropout prediction or plagiarism detection) in an 
accessible language to make it understandable to students, teachers and other stakeholders [15]. 

Despite many advantages that LLMs offer in education, there are still many challenges that need 
to be overcome. The integration of LLMs in education relies on technologies such as NLP, deep 
learning, data mining, and multimodal learning. In order for these technologies to have a significant 
impact on education the importance of preprocessing educational data, fine-tuning models for specific 
tasks, and incorporating LLMs into intelligent tutoring systems and educational platforms should be 
emphasized [10]. Design and deployment of educational large models must consider real-world 
educational practices and the expertise of teachers to ensure that these models effectively support 
actual classroom instruction [16]–[18]. Incorporating social cognitive learning remains challenging 
[19]. Some of the challenges with incorporating social cognitive learning include accurately modeling 
complex human interactions, adapting to different learners, and ensuring that LLMs can provide 
meaningful peer collaboration rather than just give direct answers.  

Ethical considerations, such as bias in training data and maintaining student engagement avoiding 
to over-rely on AI, also play a very important role in successfully integrating social cognitive learning 
into educational technologies. Also, data privacy, security and their ethical usage are one of the 
critical concerns when protecting and processing students’ personal information. Part of the ethical 
concern raises the question on interpretability and fairness of used AI models. LLMs trained on biased 
data can lead to unfair conclusions, so it is necessary to build transparent models and review 
approaches. While LLMs offer a lot of opportunities, technical and resource constraints as well as a 
need for human-technology balance should be taken into consideration. The deployment of LLMs 
requires significant computational resources, which may be a barrier in resource-limited educational 
environments. While LLMs offer valuable support, the human elements of empathy, creativity, and 
interpersonal interaction remain irreplaceable in education. Still, as we currently stand, several 
questions remain: how can we ensure the security of educational data? How can we prevent over-
reliance on AI technologies? And how can we foster students’ abilities for independent, active 
learning? 

LLMs and education may be mutually reinforcing—LLMs may enhance the efficiency of 
educational processes, while the wealth of data accumulated in the education sector can, in turn, 
improve LLM training and performance. Greater focus should be placed on the conditions necessary 
for this development. How can we create more meaningful applications for LLMs in education? The 
future of LLMs holds exciting possibilities, and we look forward to its continued evolution [20]. 

In conclusion, LLMs may offer advanced language generation and interactive capabilities that go 
beyond what traditional teaching methods can provide. This highlights the innovative venues of AI 
in education, while also redefining the roles of teachers, parents, and students. To advance education, 
there is a need for well-established standards in both education and AI development, along with clear 
technical guidelines and data security protocols to address practical concerns [18]. These guidelines 
may help us answer the pressing questions of how to use LLMs to help students learn without 
negatively affecting their cognitive development in a safe environment. 
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