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Abstract

Speech enhancement aims at noise reduction and extracting the desired target speaker from the noisy mixture in
a complex recording environment. Microphone array (MA) beamforming is commonly used in almost all acoustic
equipment, such as hearing aids, surveillance device, teleconference system, mobile phone, voice controlled, smart
home. MA beamforming techniques use the a priori information about the properties of surrounding environment,
the designed MA distribution, the direction of arrival (DoA) of interest useful signal to achieve a better noise
reduction and speech enhancement at the same time. Generalized Sidelobe Canceller (GSC) beamformer efficiently
remove background noise while saving the original clean speech component in an annoying recording scenario.
However, due to undetermined factors, the overall GSC beamformer’s performance often degraded in realistic
recording schemes. In this paper, the authors proposed exploiting the Bayesian estimator of short time spectral
amplitude (STSA) to gain the amplitude of beamformer’s output signal. The results obtained showed that the
suggested method can use the Bayesian estimator to improve the speech quality in the term of the signal-to-noise
ratio (SNR) from 7.9 to 15.3 dB and reduce the speech distortion to 14.1 dB. The numerical results indicate the
advantage of the author’s approach to overcome the drawback of GSC beamformer in real-life application as
compared to state-of-the-art solutions.

Keywords
microphone array, speech enhancement, gain function, the signal-to-noise ratio, beamformer, short-time spectral
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1. Introduction

Nowadays, the perceptual metric listener, the speech quality or speech intelligibility are affected by
numerous types of noise, as shown in figure 1. Speech enhancement aims at the precise estimation of
the clean speech component from its noisy mixture of interference, background noise, non-directional
noise source, competing talker in an adverse environment. The single-channel algorithm is often based
on the spectral subtraction method, which has the simplicity of performing. However, this approach
leads to speech distortion in complex and annoying recording situations, where the non-stationary noise
can not be exactly calculated. Therefore, the microphone array (MA) beamforming [1, 2, 3] has received
more considerable attention due to its superiority of effectiveness of preserving the original speech
component while suppressing interfering noise at the same time. MA technology exploits the spatial
diversity, the a priori information about geometry of MA, the characteristic of captured situations to
achieve a better noise reduction, as shown in figure 2.

GSC beamformer [4, 5, 6] is one of the most effective methods for steering the designed beampattern
toward the sound source while mitigating background noise and other signals, which come from other
directions. In practical speech application, GSC beamformer’s often implemented in the frequency
domain, because of its effectiveness in providing better source separation of the clean speech from
the observed mixture. The scheme of principal MA technology is described in figure 3 by utilizing M
microphones, with the recorded signals on each microphone y; (%), ..., yas(t) and the final output signal
y(t).

Unfortunately, due to the complex undetermined environment, the different MA sensitivities, the
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Figure 1: The human life is affected by adverse surrounding noise.

Figure 2: The obtained high spatial diversity by applying MA.

error of MA displacement, the inaccurate calculation of DoA seriously affect the GSC beamformer’s
evaluation, that decreases the speech quality, speech intelligibility and listener perception.

In this article, the author proposes using the STSA estimator for gaining the output signal to recover
the obtained signal approximate to the original speech signal. Ephraim and Malah [7, 8] proposed an
STSA estimator with superior performance compared to the other conventional methods like Wiener
filtering and spectral subtraction. This approach is based on the constrained criteria of minimum cost
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Figure 3: The signal processing system by utilizing microphone array technology.

function, which describes the error between the original clean speech and the estimated speech spectral
amplitude. Several improved modifications [9, 10, 11] include the heavy-tailed non-Gaussian prior
distributions for expressing the formulation of the clean speech STSA.

The rest of this contribution is organized as follows. The first section introduces the problem of speech
enhancement and the MA beamforming technology. The section 2 presents the principal working of GSC
beamformer in the frequency-domain. The author proposed the using of STSA estimator for improving
the GSC beamformer’s evaluation in reducing the speech distortion. The perspective experiment was
conducted in section 4. The section 5 concludes the numerical results and the author’s direction of
research in the future.

2. Generalized sidelobe canceller beamformer

In this section, the author presents the scheme of traditional structure of GSC beamformer [12] in
frequency domain to recover the desired target speech component while removing the background
noise, interference and other competing talkers, as shown in figure 4. In general cases, the authors use
the model of dual-microphone array (DMAZ2) for illustrating the model signals.

The representations of observed MA signals in the short-time Fourier transform (STFT) can be
expressed as follows:
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where w = 27 f and f, k denote the current considered frequency and frame; S(jw, k) is the original
speech component; N (jw, k) and Na(jw, k) present the additive noise component, unwanted interfer-
ences; &5 = 7 f1ycos(f), 7o = d/c and d is the range between two microphones; ¢ = 343 (m/s) is the
sound speed propagation in the air;  is the direction of arrival of useful talker relative to the DMA2
geometry.
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Figure 4: The scheme of GSC beamformer.

The traditional GSC beamformer own three parts: (1) the fixed beamformer (FBF), which concerns
the steerable beampattern towards the direction of sound source, (2) the block matrix (BM) that aims at
suppressing the speech component to achieve the only noise, (3) adaptive noise canceller (ANC) that it
used to extract the target speaker from FBF’s output with using BM’s output as reference signal. The
upper branch usually implements delay and sum beamformer and lower branch uses signal subtraction.

The upper branch signal Y,,,(jw, k) and lower branch signal Y}, (f, k) can be calculated as:

) Y1 (jw, k)e 7P + Yo (jw, k)el s
Yup(jwak) = 1( ) 2 2( ) )

Y1 (jw, k)e 7P — Ya(jw, k)el®s
5 .

(3)

leb(jwa k) = (4)

The auto-cross power spectral densities (PSD) between Y, (jw, k), Yip(jw, k) can be derived in the
following way:

PYUPYlb(jw7 k) = (1 - CY)PYqulb(jw, k— 1) + aYUP(jw7 k)Yﬁi(]wa k) (5)

PYqulb(jwv k) = (1 - a)PYlbYlb(jwa k— 1) + aYib(jW, k)leZ(]wv k) (6)

where « is a smoothing parameter, which is in the range of {0..1} and * denote the conjugate operator.
The determined Wiener filter’s coefficient yields as:

Pyypyin(jw, k)

H(jw, k) = : . 7
G, B) Pywyw(jw, k) @

The obtained signal by applying GSC beamformer is given by:
YGSC(jw7k) = Yup(jwak) _Yib(jwak) *H(]ka) (8)

Because of the undetermined recording conditions, as well as the complex and annoying environment,
the displacement of MA’s configuration, the error of sampling rate, the inaccurate estimation of preferred
steering vector, the difference of microphone quality, the overall GSC beamformer’s performance in
adverse noisy situations often degraded. There is still existing speech distortion, unacceptable noise level
or musical noise, which decreases the speech quality for perceptual metric listener. Consequently, in
the next section, the author proposes using the observed phase difference of MA to form an appropriate
gain function to preserve the clean speech data at the GSC beamformer’s output.
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3. STSA estimator based on phase difference

In the broadside recording situation, the observed noisy MA signals can be represented as:
Yn(jw7k):S(jwak)+Nn(jw7k)7n:1a27aN (9)

at the current frequency-frame (f, k). w = 27 f. The speech spectral component S(jw, k) can be
expressed as S(jw, k) = A(jw, k)e’?U« ) with A(jw, k) > 0 being the spectral amplitude, 6, . €
{[-7 ]} the spectral phase, N is the number of microphones.

From the received noisy spectral Y,,(jw, k), STSA estimator calculates the original amplitude
A(jw, k).

By applying the Bayesian rule [7], which utilizes a minimum mean-square error (MMSE) for the
spectral amplitude A,iVIMSE, the posteriori probability density function (PDF) is given by:

o0

[ ap(Yi|a, 0r)p(a)d,
A MMSE

A, = , (10)
Ofp(Ykla,9k)p(a)da

where p(Y |a, i) denotes the captured MA signals conditional PDF and p(a) expresses the STSA prior
distribution and a means for the possible value of spectral amplitude. As in single-channel approach
[6] with the assumption of complex Gaussian distribution for p(Y i |a, ) ) and Rayleigh distribution for
the STSA prior, the presented formulation of these factors can be derived as:

1 1 .
PV kla,00) = — exp (—2|Yk—aeﬂkr2), (1)
oy, oy,
2a a?
pla) = 5—exp | —— |, (12)

where O'zlk and a?,k are the speech STSA variances and spectral noise, respectively. Under the criteria

that Yy, ,, = Rk,nejewkv”, Ry, is the spectral amplitude and p(Y';|a, 0)) can be represented as the
product of all PDF of each microphones [9], the formulation of conditional joint can be computed in the
following way:

N N N 2 2
1 2Ry nacos(0 — by, ) —a® — R,
p(Yila,0) = [[ p(Vinla 06) = [ —5exp <Z " bro) L (13)

2
n=1 n=1 Vi Ty,

n=1
The described equation of MMSE STSA estimator is given by:
v 2’/2"",“«1@’ i vi v
MMSE ( E ) \ g P (%79 (1 —orf (\/ﬁ))
A, - (14)

e~ (i) o () (- ()

where er f(.) expresses the Gaussian error and

1 X N R
k7
T4, p21 Tvem n=1Vkn

With the introduced MMSE STSA estimator, the author’s proposed gain function for enhancing GSC
beamformer’s performance as:

Ay
gf (jw, k) = T , (16)
D (jw,0) @3y (jw,k) Ds (jw,0)

( - MMSE) 2
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where H is the Hermitian operator, D,(jw,0) = [e¢/® ¢7’™]T and ®yy(jw, k) =
= E{Y ! (jw, k)Y ,(jw, k)} is the covariance matrix of observed MA signals.
And the enhanced GSC beamformer’s output signal is given by:

Y (jw, k) = Yasc(jw, k) x gf (jw, k). (17)

The method proposed by the author uses the additive gain function, which based on the STSA
estimator of phase difference. Therefore, it is referred as aaSTSA. In the next section, an experiment to
verify the effectiveness of the aaSTSA technique in realistic recording scenario is described.

4. Experiments

In this section, the author illustrate the performance of the proposed multi-channel microphone speech
enhancement technique for reducing the speech distortion, improving the speech quality and speech
intelligibility of GSC beamformer’s output signal.

The author chooses the clean speech from the TIMIT database [13] and additive street noise from
NOISEX-92 [14]. TIMIT Acoustic-Phonetic Continous Speech Corpus contains of recordings of 630
speakers, which is considered a standard dataset for implementing various types of signal processing.
NOISEX-92 addresses several problems of estimating the effects of noise on modern automatic digital
speech processing systems. The authors used the MA with 8 microphones, with the range d = 5 (cm)
between two mounted microphones, the distance L = 3 (m) from speaker to the axis of MA, the direction
of arrival of interest useful signal # = 90°. The scheme of the experiment is shown in figure 5. The
sampling rate is 16k H z, overlap 50%, F'F'T" denotes the Fast Fourier Transform and I FF'T is the
Inverse Fast Fourier Transform. The purpose of the experiment is to compare the effectiveness of
increasing the speech quality in the term of SNR and reducing the speech distortion. An objective
measurement [15] was applied to calculate SNR between the received array signals, the processed
signals by GSC beamformer (coGSbe) and the author’s approach (aaSTSA).
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Figure 5: The scheme of the conducted experiment.

The observed MA signals are presented in figure 6.

By applying coGSbe, the output signal is shown in figure 7.

It is seen from figure 9 that, the speech distortion occurred, due to the different microphone mis-
matches, the inaccurate estimation of preferred DoA of target talker, the displacement of MA significantly
degrade the GSC beamformer. As a result, the amplitude of output signal at frames, where the speech
component exists, was degraded.

Using the additive gain function, which is based on the amplitude Bayesian estimator, the final output
signal is given in figure 8.
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Figure 6: The waveform of the original microphone array signals.
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Figure 7: The output signal by coGSbe.
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Figure 8: The processed signal by aaSTSA.

The comparison of energy and speech quality between the original MA signals, the signals processed
by coGSbe, and aaSTSA was shown in figure 9 and table 1.
Based on the assumption that, the speech component is distributed as the Gamma distribution and
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Figure 9: The comparison of energy between the original microphone array signals and the processed signals by
coGSbe, aaSTSA.

Table 1
The signal-to-noise ratio (dB).

Method MA signal coGSbe aaSTSA

NIST STNR 11.8 12.5 27.8
WADA SNR 7.1 13.9 21.8

the additive noise is distributed according to the Gaussian model, the WADA (Waveform Amplitude
Distribution Analysis) SNR [16] was used for computing the SNR. NIST denotes for National Institute of
Standards and Technology and STNR (Signal-To-Noise Ratio) [17] in an optimum solution for computing
the ratio SNR by applying Gaussian model.

From the noisy mixture of MA signals, the suggested method aaSTSA calculated the a priori informa-
tion about the amplitude of the original speech signal for forming an effective gain function to reduce
speech distortion to 14.1 dB, recover the amplitude of output signal and increase the speech quality
from 7.9 to 15.3 dB. Compared to coGSbe, aaSTSA allows obtaining better speech enhancement in
preserving the speech component while suppressing background noise. The illustrated experiment
was performed in the realistic living room with MA configuration broadside. The numerical results
demonstrate that, the author’s approach can be integrated into other multi-channel signal processing
to solve several complicated problems of MA beamforming.

5. Conclusion

In this paper, the author have proposed the exploiting STSA estimator, which uses the spectral phase
estimation for improving the GSC beamformer’s speech enhancement by adding a gain function for
recovering clean speech components. The suggested method addressed the problem of speech distortion
in realistic annoying recording scenarios for increasing the SNR ratio. In addition to providing superior
evaluation in comparison with the traditional GSC beamformer, the author’s proposed method is found
to enhance performance in a complex noisy environment. The effectiveness of the suggested method
allows decreasing the speech distortion to 14.1 dB and improves the speech quality from 7.9 to 15.3
dB. From the numerical results, the suggested technique can be installed in various types of acoustic
equipment to obtain better noise reduction, speech enhancement. The future work will be aimed at
enhancing signal processing by incorporating STSA estimators with different types of noise properties.

Declaration on Generative Al: The author have not employed any generative Al tools.
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