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Preface

The First Workshop on Implementing AI Ethics through a Behavioural Lens (AIEB 2024) was held on
October 19, 2024, in Santiago de Compostela, Spain, co-located with the 26th European Conference
on Artificial Intelligence (ECAI 2024). This workshop aimed to address a critical gap in the field of AI
ethics: translating high-level ethical principles into tangible practices through the lens of behavioral
science.

As artificial intelligence continues to advance rapidly, ensuring ethical development and deployment
has become increasingly crucial. While numerous organizations have established AI ethics guidelines
and principles, implementing these effectively remains a significant challenge. AIEB 2024 brought
together researchers and practitioners from diverse disciplines, including AI, ethics, philosophy, psychol-
ogy, and social sciences, to explore how insights from behavioral science can be leveraged to promote
ethical AI development and governance.

The workshop received submissions addressing various aspects of ethical AI implementation through
behavioral perspectives. After a thorough peer review process, we accepted 7 papers. The accepted
papers cover a wide range of topics, including:

• Explanation methods for AI systems using counterfactual approaches
• Fairness-sensitive active learning techniques
• Novel procedures for fair data augmentation
• Ethical considerations in synthetic data generation
• Analysis of AI regulation and governance
• Frameworks for ethical human-AI collaboration
• Methods for evaluating AI trustworthiness

The workshop program featured paper presentations, expert panel discussions on ethical AI standards
in organizations, and interactive sessions focused on practical interventions for ethical AI implemen-
tation. The panel brought together experts from academia, industry, and standardization bodies to
discuss behavioral barriers to AI ethics standards adoption and implementation, ways to nudge ethical
AI development, and approaches to measuring and incentivizing ethical behavior in AI development.

We would like to thank all authors for their valuable contributions, the program committee members
for their reviews, and the invited speakers and panelists for sharing their expertise. We also express our
gratitude to the ECAI 2024 workshop chairs and organizers for their support in hosting this event.
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