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Abstract
Competency Questions (CQs) are essential in ontology engineering; they express an ontology’s functional
requirements through natural language questions, offer crucial insights into an ontology’s scope, and are pivotal
for various tasks, such as ontology reuse, testing, requirement specification, and pattern definition. Various
approaches have emerged that make use of LLMs for the generation of CQs from different knowledge sources.
However, comparative evaluations are hindered by differences in tasks, datasets and evaluation measures used. In
this paper, we provide a set of desiderata for a benchmark of CQs, where we position state of the art approaches
with respect to a categorisation of tasks, and highlight the main challenges hindering the definition of a community-
based benchmark to support comparative studies.
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1. Introduction

One of the main bottlenecks in the ontology construction process is the elicitation and articulation of the
requirements that are used during the initial phases of the ontology construction process. Competency
Questions (CQs) [1] are central to many ontology engineering processes. CQs are questions expressed
in natural language that characterise the scope of the knowledge represented by an ontology, and
model the functional requirements that an ontology-based information system should satisfy to achieve
its intended purpose. They bridge the gap between the domain expert’s understanding of the subject
matter, and the ontology engineer’s formal representation of that knowledge.

CQs are used at various stages of the ontology development process:

• In the requirement definition stage of the ontology development process, CQs are used to suggest
possible concepts and relationships to include in the ontology [2, 3, 4, 5];

• They are used to verify and validate the knowledge encapsulated in the ontology [6, 7, 8],

• They are used to support the consumption of ontology content, e.g. through the generation of
APIs [9] and the reuse of ontological fragments [10, 11, 12].

Large Language Models (LLMs) and Generative AI have recently demonstrated remarkable capabilities
in processing natural language within human-level tasks such as question generation and answering.
Consequently, a number of approaches have been proposed to automate knowledge engineering
activities (partially or in full), including the formulation of CQs [13, 14, 15, 16] and that differ with
respect to the nature of the knowledge resources used. CQ generation approaches can be divided into:
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1. Reverse engineering of CQs from KGs: here CQs are reversed engineered from sources of
common sense open data, e.g. Wikidata [17] or DBPedia [18]. In this case, CQs are built in a
bottom-up fashion, rather than being formulated through interviews with domain experts.

2. Retrofitting CQs from ontologies: this applies to cases where an ontology exists, but no
associated CQs are publicly available. Therefore, the aim is to identify possible CQs that were
used in the development of the ontology, thus facilitating its future reuse [13].

3. Generating CQs from knowledge sources: these are approaches that generate CQs from
either a set of class and property names [16], or from a corpus of text describing a domain [14].

As more automatic, generative methods emerge, there is a growing need to develop resources that
can be used to validate these approaches. This is notwithstanding the challenges arising from the
relative scarcity of CQs (and requirements in general), that are: 1) recognised to be of good quality; and
2) are published together with the ontology whose design they have supported.

To date, few common resources have been used by different studies (one exception being Dem@Care
[19], which has been used by several studies [13, 16]), and there is little consistency on the use of
evaluation measures to assess the CQs. Furthermore, different studies have addressed different phases
in the ontology development lifecycle, and thus cannot be directly compared. For example, some
approaches target the Requirement specification phase [14, 15], whereas others address the context
where ontologies have missing or non-existent CQs [13, 16].

In this paper, we address the problem of identifying the requirements of a multi-purpose benchmark
for competency question generation together with its task specifications and evaluation criteria, that is
the blueprint for a benchmark generation activity at the special session.

2. Towards a benchmark for CQs Formulation Approaches

The (semi-)automatic formulation of CQs should ensure that the questions generated are “good” compe-
tency questions. While there is no accepted definition of what “good” means in this context, we can
leverage the literature on automatic question generation [20, 21] to identify desirable characteristics of
“good” CQs, considering also that the generation of questions is a form of information-seeking activity
that reveals the implicit connection between reasoning ability and language generation [22]. In the
reminder of this section we identify the types of tasks that a CQ generation approach should support
together with the resources needed to manage the tasks, namely: the data, the pre-processing steps and
the evaluation measures.

2.1. Tasks definition

There is no consensus on how to assess the quality of competency question [23, 24], especially with
respect to their aim of identifying the purpose and the explicit concepts and relations in an ontology.
However, we can identify a set of criteria, that define the tasks that the benchmark should support
[25]. We can broadly categorise CQs into the following categories: (i) Syntactically or semantically
incorrect CQs: This category addresses common issues in question formulation that can hinder effective
ontology modelling, with consequences for query processing and data retrieval [13, 26]; (ii) Scoping
CQs: Such questions may help to define the domain, but do necessarily translate into a query that
can be automatically be processed (e.g. a SPARQL query). These require specialised handling to aid
the definition of a domain; (iii) Verified CQs: These CQs can be directly queried and can serve as
benchmarks for system capabilities.

For each of these categories we identify those tasks that approaches for generating CQs should be
able to manage:
Syntactically or semantically incorrect CQs:

1. Linguistic Perspectives:



a) Identify Ambiguous Questions: Create a repository of CQ examples that exhibit ambiguity in
wording or context. Example: “Which devices can I see?”,1 which is inherently ambiguous
given its subjectivity;

b) Develop Clarity Guidelines: Formulate standards / templates to help rephrase ambiguous
questions for improved clarity and specificity. Example: the CQ “What are the materials
used for a barbecue?” 2 is inherently ambiguous, since materials here could be interpreted
either as the tools (e.g. spatula, tongs) or as the specific material used to make the barbecue
and it components (e.g. cast iron), and hence would benefit from being clarified.

2. Question Type Identification:

a) Classify Question Types: Systematically categorise CQs into types such as narrative, factual,
or descriptive [26, 27], and assess their suitability in different contexts. Narrative and
descriptive questions are typically question that require a subjective view on a topic, but
could contribute to identify relevant knowledge. Example: “What is your favourite pizza
topping”, which might be useful to some extent in defining a domain (e.g. the concept of
popular pizza topping).

b) Evaluate Contextual Appropriateness: Develop criteria to measure the effectiveness of ques-
tion types within their intended contexts. In some cases, this is needed to ensure that a CQ
is consistent with the original ontology requirements; especially when generating CQs from
knowledge sources (Section 1) given the potential availability of user stories, interviews, etc.

3. Domain Knowledge Relevance:

a) Align Questions with Domain Relevance: Establish a review process to ensure questions are
pertinent with respect to the relevant domain knowledge.

b) Refine Focus Through Filtering: Implement a mechanism to exclude questions that, while
correct, are irrelevant to the task at hand. This is particularly useful in cases of CQs generated
by some LLMs (e.g. LLama) that tend to formulate illustrative questions [13].

4. Incorrect or inappropriate CQs detection:

a) Correct Erroneous Inputs: Introduce a correction mechanism for factually incorrect CQs, e.g.
“Which vegetarian pizza contains ham?”. This can be used as a CQ only to confirm that there
is no entity in the ontology that satisfies this question.

b) Bias: Set up a robust protocol for verifying and eliminating those CQs generated through
generative AI that propagate or reinforce bias due to the pre-training of Large Language
Models, which is particularly critical in domains such as healthcare [28], etc.

Scoping CQs:

1. Catalogue Scoping CQs: Document all CQs that contribute to defining the scope of the information
domain [25, 24]. Example: “Which are the types of CheeseTopping?” [29]

2. Analysis of Domain Contribution: The analysis of how these CQs help in shaping the understanding
of the domain. These can include definition or disambiguation questions or questions to state
modelling choices. Example: “Is dialect a language” [30].

3. Integration into Information Architecture: Strategies that utilise scoping CQs for enhancing the
structure of information repositories should be defined.

Verified CQs:

1. Maintaining databases of Verified CQs: An up-to-date list of CQs that can be directly transformed
into SPARQL queries needs to be maintained together with their SPARQL formulation. Nonethe-
less, as long as this is well-documented, even CQs expressing requirement that are not (yet)

1This is req223 for the Vicinity Core ontology listed in the CORAL repository [8].
2https://keet.wordpress.com/2022/06/08/only-answering-competency-questions-is-not-enough-to-evaluate-your-ontology/
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supported by the ontology can still be of interest for evaluation. For example Zhang et al. define
those as adversarial CQs, and use them for ontology testing.

2. Testing and Validation: Rigorous testing is necessary to ensure that the SPARQL queries (corre-
sponding to the CQs) retrieve accurate and relevant data. Some of these tests can be automated
through dedicated tools, for example OWLunit 3, a tool that runs unit tests for ontologies, or
OOPS!, the Ontology Pitfall Scanner, that detects common errors in ontologies [32];

3. Documentation and Examples: Create detailed documentation and examples of successful CQ
transformations for training and reference, possibly through tool support (e.g. Widoco[33]).

2.2. Datasets available

We propose a competency question benchmark, CQ-BEN4, comprising a corpus of competency questions
that have either been curated to support the validation of ontology engineering processes or have been
used to construct ontologies supporting some downstream task, e.g. the Polifonia ontology network [34].

Collecting a suitable dataset to support the tasks defined above is not trivial: often ontologies are
published without the CQs and the requirements used to design them. As a result, open-source repository
data often lack essential components, especially to support the design and testing. We identify two
main implementation steps to organise the process; (i) Gathering all Published Requirements:
Collecting and documenting all existing requirements related to tasks, in a similar effort to repositories
such as CORAL [8] and the CQs dataset [23], along with individual ontologies that have published their
CQs; (ii) Categorisation According to Tasks: Organising the requirements based on the respective
tasks they support in order to streamline the benchmark design process. As part of the contribution
to this challenge, we have collected a preliminary repository of resources consisting of ontologies,
related competency questions and the relevant publications describing these resources. This resource is
contributed to the community and is open to extension and improvement.

2.3. Ontology pre-processing

Depending on the static context and other information that is given as input, some ontology pre-
processing might be necessary prior to feeding all data to a computational model for CQ extraction.
Approaches that extract triples [27] need to handle the possible presence of blank nodes, e.g. by
projecting an ontology into a simplified graph representation [35]. Ontology verbalisation translates
formal ontology structures into natural language [36], and is often used as a preprocessing step.
Ontology verbalisation is the process of translating formal ontology structures into natural language
expressions. As such, the verbalisation strategy impacts all pipelines that process textual/narrative
ontology descriptions. Different strategies have been used, such as triple-based verbalisation [15, 37]
or descriptive ontology verbalisation [31], while some approaches skip verbalisation and feed triples
directly [27]. Measuring the contribution of ontology verbalisation remains an open direction.

In the context of the benchmark, given that ontology pre-processing impacts CQ extraction, we would
expect this to introduce an additional dimension in an experimental setup. For example, if a method uses
verbalisation, accounting for this dimension would allow to address the following research questions:
“How sensitive is a CQ formulation pipeline to verbalisation?”, “Which verbalisation technique/methodology
yields the best performance for CQ?”, “How does a CQ formulation pipeline perform without verbalisation?”.

2.4. Evaluation approaches

Different evaluation approaches have been proposed for the tasks identified in Section 2.1, which
complicates further the effort of understanding the performance of CQ generation algorithms. The
evaluation measures include both CQ assessment and performance measures:

3https://github.com/luigi-asprino/owl-unit
4https://github.com/KE-UniLiv/CQ-benchmark/
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Evaluation approach Task

Expert evaluation

Linguistic perspective tasks
Question type identification tasks
Domain Knowledge Relevance tasks
Incorrect or inappropriate CQ detection tasks
Analysis of domain contribution task
Integration into information architecture
Database of verified CQs task, and
Documentation and example creation task

Similarity assessment
Database of verified CQs task
Cataloguing and scoping CQ task,

Testing for verified CQs Testing and validation task

Table 1
Evaluation approaches with the assessed tasks

• Expert Evaluation: These measures typically relate to tasks that identify poor or incorrect CQs,
and assess their relevance and accuracy. This type of evaluation is generally performed with
the support from domain experts and knowledge engineers, and as such, is particularly time
consuming and prone to subjectivity and potential bias. Nonetheless, these approaches typically
provide useful insights into the behaviour of the computational models generating CQs, and often
result in data collection activities that support the use of automatic metrics[15];

• Similarity Assessment: Techniques based on text embeddings, such as Sentence BERT
(SBERT) [38], are often employed for assessing the similarity between generated and ground-truth
CQs, and only pairs of generated and ground-truth CQs whose similarity is above a threshold
(often 70% or above) are considered similar. In turn, this enables the computation of performance
metrics such as accuracy, precision, recall, and F1-scores [27, 16] for tasks that involve identifying
scoping CQs. Computing the cosine similarity between sentence-level (text) embeddings is often
used as a proxy to detect paraphrasing [34, 27], i.e. when two CQs have the same meaning but
are formulated differently, e.g. “What is the number of the moons of Jupiter?” “How many moons
does Jupiter have?”. However, as this may be prone to false positives and false negatives (high
cosine similarity, different meaning; low cosine similarity, same meaning), other approaches
determine CQ equivalence through transfer learning [15]. In this case, given two questions, pairs
of sentence-level embeddings are fed to a feed-forward neural network and trained for paraphrase
detection using related corpora [39].

• Testing for Verified CQs: This involves computing the similarity between CQs and developing
unit/acceptance testing for the corresponding SPARQL queries [40]. Performance measures vary
from the ones used to assess similarity between CQs to those used in Natural Language Processing
(NLP), e.g. the BiLingual Evaluation Understudy (BLEU) score [41] used for assessing automatic
text translation [15].

• Emergent approaches: Other approaches are emerging from different fields (typically question
generation for education) that aim to assess the complexity of generated questions using a
combination of predefined templates and complexity similarity [42, 43].

Table 1 relates the evaluation approach to specific tasks. The list of approaches and tasks is not
exhaustive, and further approaches tailored to the reuse or adaptation of ontologies will be developed.

2.5. Conclusion

In this paper, we identified the requirements for a multi-purpose benchmark for competency ques-
tion generation approaches together with its task specifications and evaluation criteria, that lays the
foundations for a comprehensive benchmark.
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