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Abstract 
Evaluating who an explanation serves well and when is sometimes done empirically using prediction tasks—
but measuring a user’s success at predicting an AI’s behavior in traditional ways can produce misleading 
empirical results. Koujalgi et al. recently proposed measurements to solve this problem, but they have not 
yet been tried as a way of answering “who” and “when” questions. In this paper, we show how we used one 
of these measurements, “Loss in Value”, in the context of an XAI study with 69 participants, to learn who 
our explanations were serving well, who they were not serving well, and when. Our results showed that 
Loss in Value uncovered “who” and “when” differences that traditional measurements were unable to reveal. 
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1. Introduction 

Does this explanation help this user form a reasonably accurate mental model of the AI? Measuring 
a user’s mental model is particularly important for adaptive eXplainable AI (XAI) systems, because 
their reason for existence is to deliver the right explanation to this user in this situation [1, 23]. One 
way to evaluate the effectiveness of such adaptive XAI systems is to evaluate users’ mental models—
i.e., the user’s understanding of how an AI system works [10].  

One common approach to measure mental models empirically is through prediction tasks, in 
which users attempt to predict the AI’s next move [2, 8, 18, 21]. However, the common practice of 
binary framing of prediction tasks—right or wrong—can be misleading because it fails to capture how 
wrong the user’s prediction was.  

Fortunately, Koujalgi et al. proposed solutions to this problem through four new prediction 
measurements that capture degrees of wrongness (i.e., proximity to the correct prediction) [14]. Their 
empirical results were somewhat encouraging, but were done using only statistical aggregates. That 
is, their analyses covered entire treatments, but for adaptive XAI, a consideration of individual users 
and individual predictions is needed—to determine when, how, and for which particular users the 
explanation is helpful, and who is left out.   

To help address this gap, in this paper, we present our in-the-trenches use of one of Koujalgi’s 
techniques called “Loss in Value”, in an empirical study of two versions of an XAI system in which 
an AI agent explained itself. We used the technique in a 69-participant study to evaluate users’ 
mental models in a fine-grained way. The study, while not on an adaptive XAI system per se, can be 
seen as a prerequisite to adaptive XAI systems: it investigates who is not helped by our explanations 
in which situations and why, producing formative data for the design of future explanations that 
better serve diverse users, such as by adaptive XAI approaches. Specifically, we measured not only in 
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aggregate, but also prediction-by-prediction and problem-solving style by problem-solving style. This 
paper presents what doing so revealed, compared with using only the common binary technique. 

2. Background and Related Work 

Several researchers have investigated ways to evaluate various kinds of XAI approaches (e.g., [4, 6, 7, 
12, 13, 16, 17, 19, 20]), but perhaps the most widely cited is Hoffman et al.’s work [10, 11]. Hoffman 
et al. recommended the following tasks as useful ways to produce measurements of XAI effectiveness 
in terms of the accuracy of users’ mental models: a prediction task, a retrospection task, a 
diagramming task, and a self-explanation task. This paper focuses on the first of these, how to 
measure the outcomes of a prediction task to evaluate users’ mental models.  

Many empirical XAI researchers have used the prediction task for this purpose, most commonly 
measuring the outcomes of users’ predictions in a binary way—considering a prediction to be either 
correct or incorrect (e.g., [2, 5, 18, 21, 22]). However, Koujalgi et al. point out that a binary measure 
of prediction accuracy is very susceptible to floor and ceiling effects, in which almost everyone gets 
easy predictions correct, but nobody gets any of the others correct [14]. 

To address this problem, Koujalgi et al. proposed four strategies: Loss in Value, Loss in Rank, 
Discretized Loss in Rank, and Modified Rank-Biased Overlap between agent’s preferences and 
participants’ group-wise preferences [14]. The purpose of these measures is to capture the subtle 
differences in the degrees of “wrongness” among the incorrect predictions. As Koujalgi et al. point 
out, besides mitigating the frequent floor/ceiling effects, measuring the subtle differences has an 
additional advantage: higher resolution. As the output space of an AI grows, so does the ratio of 
incorrect predictions to correct predictions. At the extremes, the number of incorrect predictions of 
what the AI will do next (#incorrect) approaches infinity while the number of correct predictions 
(#correct) remains 1, so the probability of a user making an incorrect prediction (#incorrect / #correct) 
becomes very high. Without Koujalgi et al.’s measures, nearly 100% would be classified as simply 
incorrect. 

Of these four strategies, “Loss in Value” offers the highest resolution, so we chose “Loss in Value” 
for our study. This paper offers an in-the-trenches report on how we used this “Loss in Value” 
technique and what, in combination with other fine-grained information we collected, the technique 
enabled us to see. 

3. How we used the technique 

The context of our interest was a comparative study of two versions of some explanations of a game-
playing AI agent which explained itself [8]. We wanted to see which version enabled end users to 
form more accurate mental models of the AI agent. The explanations were set in an MNK game, 
which is an expanded version of the tic-tac-toe game. Tic-tac-toe has an X-player and an O-player, 
and in the game, the agent that gave explanations of its behavior was the X-player. Its opposing 
agent was the O-player. 

For that study, we had recruited 69 end users in a between-subject study and had collected data 
on the participants’ understanding of the X-player’s behavior while using either the Original or the 
Post-GenderMag versions of the AI explanations. The Original version included the original design 
of the explanations by the AI team who created the game; the Post-GenderMag version included the 
AI team’s GenderMag-inspired2 changes to make the explanations more inclusive to users’ 
potentially wide range of problem-solving styles. 34 participants used the Original version and 35 
used the Post-GenderMag version.  

Participants filled out questionnaires about their problem-solving styles as per the validated 
GenderMag survey [9] and additional background information. Participants’ background 
information showed that no participants had any background in AI. While participating in the study, 

 

2 GenderMag [3] is an inclusive-design method that enables software professionals to improve gender-
inclusiveness of their technology by making the technology inclusive across wide ranges of problem-solving 
style approaches [3, 8, 24]. 



they also answered questions collecting their predictions and comments. Full details of the study 
design are documented in [8]. 

We measured users’ understanding of the XAI system in two ways for triangulation purposes 
(using multiple measures on different data to see if they would lead to the same conclusions). One 
was a self-explanation task measured via a rubric-based evaluation of participants’ written 
comments about how the AI worked. As this was a measure of their conceptual understanding, we 
term this measure the “mental model concepts score”. The other measure was their predictions of 
what the AI would do next, i.e., their prediction accuracy. In this paper, we focus on the prediction 
accuracy score. 

To calculate participants’ prediction accuracy, we used Koujalgi et al.’s method of calculating 
“Loss in Value” for each prediction [14]. This method rests on the idea that when an AI agent assigns 
similar values to two actions, the agent perceives the actions to have similar outcomes. Example: if 
the agent decides that two moves would be equally good, the agent has to pick one arbitrarily; if the 
participant picks the other, the participant would still be considered correct (zero loss in value): 

𝐿𝑜𝑠𝑠	𝑖𝑛	𝑉𝑎𝑙𝑢𝑒	 = 		𝑉𝑎𝑙𝑢𝑒	𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑎𝑔𝑒𝑛𝑡	𝑓𝑜𝑟	𝑡ℎ𝑒	𝑎𝑔𝑒𝑛𝑡’𝑠	𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑	𝑎𝑐𝑡𝑖𝑜𝑛	 − 
   𝑉𝑎𝑙𝑢𝑒	𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑎𝑔𝑒𝑛𝑡	𝑓𝑜𝑟	𝑡ℎ𝑒	𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡’𝑠	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑	𝑎𝑐𝑡𝑖𝑜𝑛 
We used the absolute value of Koujalgi et al.’s Loss in Value method to calculate our participants’ 

prediction loss per prediction. We termed this loss as PredError which indicates how erroneous a 
prediction is: 

𝑃𝑟𝑒𝑑𝐸𝑟𝑟𝑜𝑟	 = 		 |	𝑆𝑐𝑜𝑟𝑒	𝑜𝑓	𝑡ℎ𝑒	𝑠𝑞𝑢𝑎𝑟𝑒	𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑎𝑔𝑒𝑛𝑡	(𝑐𝑜𝑟𝑟𝑒𝑐𝑡	𝑎𝑛𝑠𝑤𝑒𝑟) 	− 
   𝑆𝑐𝑜𝑟𝑒	𝑜𝑓	𝑡ℎ𝑒	𝑠𝑞𝑢𝑎𝑟𝑒	𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 | 
Where Score is the difference between the AI agent’s predicted Win% and Loss% for a move in 

the gameboard. We took the absolute value because PredError can be either positive or negative, but 
what mattered was how close or far away a participant’s prediction was from the agent’s selection 
in any direction.  

Our fine-grained analyses of who was left out of the benefits of explanations, and when/how this 
occurred, came from these sources: 

• Who information: came from each participant’s problem-solving styles, as per the 
GenderMag facets survey [9]. 
• When information: came from each participant’s PredError for each of the 17 prediction 
tasks across three games. 
• Additional context: came from participants’ free-text comments, in which they pointed out 
fine-grained nuances with the explanations’ differences. 

4. What the technique enabled us to see 

4.1. “When” the explanations served well (or not) 

In the setting of users making predictions, “when” means which prediction task. As Figure 1: Right 
shows, the binary measure suggested no differences between treatments at all, except for the very 
last prediction—but this was very misleading. As the Loss in Value revealed, six tasks actually had 
visibly noticeable differences between the treatments (Figure 1: Left, bright tasks).

 



Figure 1: Prediction errors (PredError) for 17 prediction tasks across three games using Loss in 
Value (Left) and Binary measurements (Right). PredError revealed 6 game moves with visibly 
noticeable differences—G1M9, G1M11, G2M6, G2M8, G3M7, and G3M13—whereas Binary revealed 
only G3M13. Lower PredError is better (fewer prediction errors). 

Legend: 
G=Game, M=Move.  
Graphs are boxplots, dots are outliers (paired dots mean multiple outliers), _ is median.  
Faded: PredError very similar for Post-GenderMag and Original groups.  
Bright: Differences revealed by the measure.  

 
In-depth scrutiny of these six tasks revealed why. Participants’ comment data showed that a new 

explanation present in only the Post-GenderMag treatment, “Top 5 Moves” (Figure 2), held the key. 
This explanation was popular—over a third of the Post-GenderMag participants explicitly 
commented on its usefulness. For three of the six tasks, the game remained on a similar trajectory 
as with the previous move, so predicting one of the previous top five moves was usually a good 
prediction.  But overreliance became a problem if the game trajectory changed markedly with the 
most recent move, rendering the previous set of top-fives obsolete. This occurred in the other three 
tasks: Post-GenderMag participants incorrectly chose one of the (previously displayed) top-five 
choices significantly more often than Original participants, who did not see this explanation. Thus, 
using Loss in Value revealed a key issue with one of our explanations that was not visible with the 
Binary measure. 

 
Figure 2: The Post-GenderMag treatment’s explanations included the agent’s (X-player) scoring 

details of its top 5 potential moves (red-bordered callout shows at readable size), to explain why the 
X-player made its most recent move. 

4.2. “Who” was left out of the benefits of explanations 

The “when” results raise “who” questions: who experienced problems in these 6 tasks? To answer 
this question, we used participants' problem-solving style data to investigate how participants with 
more Abi- vs. more Tim-like problem-solving styles3 fared in each of these 6 tasks.  

Here again, Loss in Value revealed the who’s that Binary measures often obscured. Specifically, 
Loss in Value revealed that in all 6 of these 6 prediction tasks, Abi-like participants’ PredErrors in the 
Post-GenderMag version were different than that in the Original version (Figure 3 (Top)-Left). 
However, for the same tasks, the Binary measure obscured 3 of these 6 (Figure 3 (Top)-Right). For 
Tim-like participants, Loss in Value revealed differences in 4 of these 6 (Figure 3 (Bottom)-Left), 
whereas Binary revealed only 2 (Figure 3 (Bottom)-Right). 

An Abi-like vs. Tim-like comparison of the Loss in Value data reveals additional inclusivity and 
equity nuances that combine the who’s with the when’s.  For example, Figure 3 (Top and Bottom 
Left) shows that Post-GenderMag explanations were harmful to both Abi-like and Tim-like 
participants in G1M9, with Tim-like participants being especially disadvantaged. An opposite 

 

3 More Abi-like participants have at least 3 of the following 5 problem-solving styles, and Tim-like 
participants do not:  risk-averse in tech settings, lower self-efficacy than peers, task-oriented motivations, 
comprehensive information processing style, and process-oriented learning styles [9].  



example is G1M11, in which Tim-like participants fared well with both versions, but the Post-
GenderMag Abi-like participants were disadvantaged. Contrasting with both of these examples, for 
G2M6, the Post-GenderMag version worked better for all and G2M8 was a win for Abi-like 
participants but nothing changed for Tim-like participants. G3M13 was particularly interesting, 
revealing opposite effects for Abi-like vs. Tim-like participants. As scrutinizing the figures shows, 
some of these results were not visible with the Binary measure (Figure 3-Top and Bottom Left). 

 

 
Figure 3: PredErrors for Abi-like and Tim-like participants (lower is better). 

(Top): Loss in Value (left) revealed noticeable differences between Post-GenderMag Abi-like 
participants and Original Abi-like participants in the 6 “when” prediction tasks, but Binary 
measurement (right) obscured 3 of them.    

(Bottom): With Loss in Value (left), Tim-like participants showed 4 noticeable differences in 
these 6 “when” tasks; Binary (right) obscured 2 of them.   

Legend: see Figure 1. 
 

Finally, Loss in Value revealed aggregate inclusivity results that the Binary measure did not. 
Comparing participants’ average PredError by gender, Loss in Value revealed an equity gap: the 
men’s prediction skills were not served as well as the women's in either version. Women had 
significantly (p<.05) better (i.e., fewer) PredErrors in both versions compared to men. These 
differences were not visible with the Binary measure. 

5. Conclusion 

In this paper, we presented our in-the-trenches experience with Koujalgi et al.’s Loss in Value method 
to evaluate users’ mental models via their ability to predict an AI agent’s next move. How to measure 
users’ prediction successes matters, because prediction success is a common technique for evaluating 
users’ mental models, which is a core reason for XAI.  

In our experience, Loss in Value revealed numerous fine-grained results of the who, when, and 
how that binary measures obscured. Our study’s setting was inclusive XAI rather than adaptive XAI, 
but shares with adaptive XAI a need to know which particular users (who) are well-served by an 



explanation vs. not, and when/how these phenomena occurred for whom. Given this commonality, 
our experiences provide encouraging evidence that the Loss in Value method is a more accurate and 
more useful measure than the traditional binary method of measuring the who’s, when’s, and how’s 
of XAI work aiming to better serve the widely diverse users who deserve an explanation that is 
actually useful to them. 
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