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Abstract
This paper examines the challenges of applying established evaluation standards, such as Nielsen’s heuristics,
to the assessment of implicit interactions in proactive systems. By analyzing the spectrum of user intention
in implicit interactions, this work highlights limitations in current usability approaches and explores potential
adaptations to address these gaps. This work contributes to advancing evaluation practices for a new generation
of intelligent, context-aware systems.
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1. Introduction

With the growing interest in AI-based technologies and their increasing application in everyday
systems, we are witnessing a noticeable shift from traditional interaction paradigms to more seamless
and natural forms of interaction [1]. As users becomemore accustomed to smart, context-aware systems,
expectations are rising for technology to anticipate and respond to needs with minimal direct input [2].
Proactive agents, powered by AI and based on implicit interaction, interpret user actions or contextual
cues without requiring explicit commands, delivering useful features and services automatically, while
offering a more intuitive and adaptive experience [3].

Such a massive shift towards the adoption of proactive agents poses new challenges for the design
and for evaluating system usability. Established HCI evaluation methods, which are largely based on
explicit user interaction, may not fully capture the complexity of implicit systems. Specifically, existing
usability frameworks, including Nielsen’s heuristics [4] and broader HCI principles such as learnability,
flexibility, and robustness, may not directly apply to systems that function in the background and
respond to unspoken cues.

This works aims to address the challenges of evaluating implicit interactions in proactive systems,
recognizing the need for specific tools and criteria that align with the designer’s intent to create
natural and seamless experiences. A central focus is discussing the applicability of established Nielsen’s
evaluation heuristics, outlining how this framework can be adapted to evaluate implicit interactions in
proactive systems.

The paper is organized as follows. First, section 2 provides an overview of relevant literature. Section
3 discusses the user’s spectrum of intention in implicit interaction with proactive agents, with a focus
on the relationship between implicit input and its resulting effects. In section 4 we address challenges
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posed by the application of the established Nielsen’s evaluation heuristics. Finally, section 5 discusses
and draws conclusions based on our findings.

2. Related Works

Proactive systems are intelligent technologies designed to autonomously anticipate user needs and act
without explicit commands, relying on contextual data, historical behavior, and reasoning mechanisms
[5, 1, 6]. A defining feature of these systems is implicit interaction, where actions are triggered by
subtle cues such as sensor data or user activity, rather than direct input [2, 5].

Schmidt’s early work [7] laid the foundation for implicit interaction by exploring how systems
could infer user intentions without explicit input, emphasizing context-awareness and passive sensing.
Building on this, Schmidt and Herrmann [8] introduced the concept of intervention interfaces, allowing
users to retain control in highly automated systems, a principle closely related to balancing autonomy
and user involvement in implicit interaction design.

Context-awareness has been extensively studied in HCI, with Cockton and Gram [9] highlighting
the evolution of usability to accommodate non-traditional input in technologies like smart homes.
Similarly, Dix’s spectrum of intention [10] categorizes user interactions from explicit to incidental,
providing a framework for understanding low-intention interactions and their seamless integration
into users’ primary tasks. Serim and Jacucci [11] extended this discussion, identifying key types of
implicit interaction and emphasizing the need for systems to avoid making users feel manipulated or
disempowered.

Proactive systems leveraging implicit interaction have been explored across various domains. For
instance, conversational agents utilize cues such as conversational history and user preferences to
tailor responses [12, 3]. Similarly, sensing through smartphone inertial sensors has proven effective for
understanding diverse contexts; for example, in earlier studies we addressed earthquake detection [13]
and the identification of driving-related behaviors [14, 15]. However, challenges remain in areas such
as transparency, usability, and trust, as users often find it difficult to comprehend or anticipate system
behavior [16].

Recent work has focused on evaluation frameworks for implicit systems. Serim and Jacucci [11]
emphasized the importance of distinguishing between helpful and intrusive interactions in ubiquitous
computing environments. Mueller et al. [17] and Bennett et al. [18] both explored how systems can
preserve user autonomy while seamlessly integrating with natural behaviors. Additionally, Bisante et
al. [19] highlighted the importance of error detection and repair in AI-based implicit systems to prevent
interaction breakdowns.

Although established usability frameworks like Nielsen’s heuristics [4] provide a foundation for
evaluating explicit interactions, their application to implicit systems remains underexplored. Amershi
et al. [20] and Helms and Brown [21] provide relevant insights for designing human-AI interactions and
sensing-based systems, but further adaptation is required to address the unique challenges of implicit
interaction.

Building on these works, this paper discusses how to apply Nielsen’s heuristics to evaluate implicit
interactions in proactive systems, advancing evaluation practices for intelligent, context-aware systems.

3. Implicit interaction with Proactive Agents

Proactive agents are characterized by their ability to anticipate user intentions, relying on contextual
information, acting autonomously, and operating without requiring explicit user interaction. Instead,
these systems use implicit signals, such as sensor data, historical patterns, and contextual information,
to make decisions. In this work, we focus on the challenges of evaluating the implicit interaction part
[5, 1, 6].

As noted by Serim and Jacucci [11], the concept of implicit interaction has been defined in various
ways in the literature. Our interpretation of implicit interaction builds on Dix’s spectrum of intention



[10] [22], which frames implicit interaction on a continuum of sensor-based interactions, categorized
by the degree of user intention behind the use of sensed inputs.

Figure 1: Human-system interaction for sensing and supporting tasks

At the high-intention end there are very explicit interactions, such as gesture-based systems, flicking
a tablet to turn a page or annotation systems [23]. These are sometimes called ‘implicit’ as they recruit
tacit knowledge and may become part of practiced use.

The opposite, low-intention end, (termed ‘incidental’ interactions) are situations where the user being
sensed simply carries on their activities, with no explicit intention that the sensed data may be used by
a proactive system (although they may know if they stop to think about it). It is this low-intention end
of the spectrum that is the primary focus of this paper.

In these low-intention situations, it is possible to distinguish two user tasks, the sensed and supported
tasks (called primary and secondary tasks in early literature):

• Sensed (primary) task: a task that the user performs regardless of the proactive system. The
system senses what the user is doing to build knowledge to help in other tasks. For example, you
watch a streamed film because you want to watch it, but the system builds a model of your own
preferences, to help make suggestions for you or other users in the next choices.

• Supported (secondary) task: thanks to data sensed during the implicit interaction of the sensed
tasks, the proactive system supports a ‘future’ user’s task. As shown in fig. 2, the use of
sensing data may happen in the same interaction episode (pink circle) or in subsequent episodes
(orange/green circles). But also, several sensed tasks can help support a single or several supported
tasks, done over time and/or done by different users. A supported task could be considered as
non-proactive when the system gathers data during the sensed task and uses it to assist the user
in a way that requires explicit input or triggers from the user. In this case, the system does not
autonomously act but instead provides support based on user-initiated actions. In this work, we
focus only on supported tasks that are proactive and based on implicit interaction.

4. Applicability of Nielsen’s Heuristics

Nielsen’s heuristics, traditionally applied to explicit, user-driven interfaces, are often more challeng-
ing to apply to proactive systems. In these systems, the interaction is shaped by context and user
behavior rather than direct commands, and as a result, some heuristics may be less relevant or require
reinterpretation.

In this section, we discuss which are the challenges of applying each of Nielsen’s usability heuristics
to proactive interfaces, referencing the spectrum of intentionality of the user and our focus within
implicit interaction.



Figure 2: Sensed and supported tasks

4.1. Visibility of System Status

Visibility of system status helps users understand cause-and-effect relationships in interaction and
predict the system’s behavior. However, maintaining the visibility of system status is often challenging
with proactive systems, as implicit data gathering during the sensed task inherently obscures the
system’s status, posing also potential privacy issues.

Users typically engage in the sensed task naturally, with the proactive system’s sensing occurring
in the background. This lack of explicit feedback may lead users to focus more on the outcomes of
supported tasks than on the system status itself. Moreover, when the supported task is proactive, users
may find it particularly difficult to understand why specific actions are being proposed.

For example, when a light automatically switches on, its status is immediately visible, offering clear
feedback. In fact, in instances where the sensed and supported tasks overlap (the ‘pink circle’ scenario),
the visibility of system status becomes more direct. However, in cases like air conditioning, where the
effect (temperature change) is more gradual or less perceptible, the system status may be harder to
detect.

In any case, if users can perceive the system’s status - whether through feedback or other cues - it
can help them form a mental model of how the system works. Thus, while the visibility of system
status does not typically affect the sensed task directly (e.g., the user may not be consciously aware of
background sensing), it can influence how the user engages with supported tasks.

4.2. Match Between the System and the Real World

This heuristic emphasizes that systems should use familiar concepts, language, and conventions to
make interactions intuitive. In proactive systems, this applies especially on designing of the sensing
process, hence the sensed tasks, to reflect real-world behaviors and expectations.

For example, users might expect lights to turn on based on their presence in a room, as this aligns with
a real-world understanding of occupancy. However, if the system instead requires specific movement
to activate the lights, it violates this heuristic by introducing an artificial constraint that does not match
the user’s mental model of presence and response. This mismatch can lead to confusion and frustration,
as users may struggle to understand or predict the system’s behavior.

The core challenge lies in designing proactive systems that not only interpret user behavior accurately
but also translate this understanding into actions that resonate with the user’s perception of how the
real world operates.

4.3. User Control and Freedom

Users should ideally retain a degree of control over systems, including the ability to undo or cancel ac-
tions. However, in proactive systems, users often relinquish some level of control, as direct intervention
would shift the interaction from implicit to explicit. Moreover, in many real-world implicit interaction
scenarios, undoing implicit actions can be difficult or even impossible. For example, in systems like



automatic toll collection at toll booths, once the user’s vehicle passes through the toll gate, there is no
way to undo the transaction or change the decision to take that particular route.

In proactive systems based on implicit interactions, control can only be exercised if users are aware
of the system’s operations and have a mental model of how the sensing mechanism works and how
it supports secondary tasks. For instance, if users understand how a smart home system senses their
movement to turn on lights, they may intentionally modify their behavior to manipulate the outcome.
However, when they do this, the interaction moves from incidental to intentional—situating the user
higher on the spectrum of intention.

It is important to recognize that users generally appreciate having control, and this can enhance
the usability of a system. Even though implicit interactions reduce direct user control, the option to
influence the system—once users develop awareness—can provide them with a sense of agency. This
is not necessarily negative from a usability perspective. However, in the case of implicit interactions
designed to operate in the incidental or low-intention spectrum, control is not inherently applicable.
With respect to sensed and supported tasks, this heuristic mainly applies to the relationship between
the sensed and supported tasks.

4.4. Consistency and Standards

When considering consistency within proactive systems, we propose an interpretation that relates to
maintaining uniform behavior across similar elements within the same environment. For example, if a
building has multiple automatic doors, all the doors should function in a consistent manner to meet
user expectations.

Inconsistent behavior across similar systems — such as one door opening automatically and another
requiring pressing a button — can disrupt the seamless experience that implicit interactions aim to
provide. This heuristic applies mainly to the design of the relationship between sensed and supported
tasks.

Regarding the concept of ‘standards’, we argue that it aligns with what feels most natural to the user.
More specifically, there are two levels of standards to consider:

• User expectations based on prior experience: Users often anticipate certain behaviors from
systems based on what they have encountered before. For example, users might not expect
elevators to arrive automatically without needing to press a button, but they do expect automatic
doors to open in modern environments, especially when there is no visible handle. These implicit
standards are based on context and familiarity with similar interactions.

• Naturalness as the standard: The most natural interaction often becomes the ”standard” for
users. For example, if users were to encounter an elevator designed to operate automatically, they
would naturally expect a simple action—such as approaching it—to trigger its functionality. In
contrast, requiring an exaggerated or unnatural action to call the elevator would feel cumbersome
and counterintuitive. The closer a system aligns with users’ natural expectations, the smoother
and more seamless the interaction becomes. Understandably, what is considered natural can vary
among users and may depend on the complexity of the system or task. While acknowledging
these variations, we propose this general definition as a starting point for discussing naturalness
in interaction design.

4.5. Error Prevention

The HCI literature distinguishes between two types of errors: slips, which occur when users intend to
perform the correct action but inadvertently perform the wrong one, and mistakes, which arise when
users form incorrect intentions based on faulty mental models [24, 25].

In low-intention, implicit interaction systems, we argue that the risk of slips does not apply as the
interaction is natural and not reliant on conscious input. However, mistakes can still happen, especially
when users have an inaccurate understanding of how the system works. For example, a user may



believe that their mere presence in a room will trigger the lights to turn on, when in fact, the system
requires movement to activate the lights.

To prevent errors, particularly mistakes, Nielsen suggests several design considerations that re-
main relevant in proactive systems. Below, we discuss how each of these aspects applies to implicit
interactions:

• Minimize memory burdens: Proactive systems should avoid requiring the user to recall
prior actions or states. Requiring memory recall shifts the interaction from implicit to explicit,
undermining the system’s seamless nature. The design should ensure that the system reacts
naturally to the current context without placing cognitive demands on the user. This aspect
applies to sensed tasks.

• Support a simple mental model: A user’s mental model of the system should be as simple
and accurate as possible. In a proactive system, if users misunderstand how their actions trigger
responses, they may form incorrect expectations and make mistakes. For instance, when the user
mistakenly assumes that being inside a room activates the lights when the system actually senses
motion detection. Clear system feedback or subtle cues can help form more accurate mental
models. This aspect involves both sensed and supported tasks.

• Warning users: This should never be necessary for the sensed task, as the goal is to simply
observe the user. If there is a need to warn users about problems, for example “please do not sit
still for too long”, the system has failed. It is the designer’s responsibility to ensure that these
problems do not occur. This said, no system is perfect, and there may be times when breaking
the illusion of invisibility may be necessary. A good example of this is in fall-detection systems:
at the point a fall has been detected, most will offer ways to warn the users that their posture
(maybe simply having a yoga session on the floor) is going to be treated as an incident before the
ambulance is called. However, the general rule is that these are rare exceptions.

Moreover, proactive, intelligent systems today are often powered by AI and are typically trained on
limited datasets, relying on constrained sensor input to interpret the environment, including users’
behaviors and intentions. This inherent limitation makes such systems prone to system errors, further
underscoring the critical need for designers to prioritize robust error-handling mechanisms. Effective
error handling should take into account not only user errors, but also is particularly crucial to prevent
system errors from escalating into full system failures, ensuring the reliability and usability of these
systems [19].

4.6. Recognition Rather than Recall

This heuristic does not usually apply to implicit proactive systems. If users need to recall specific actions
or information, the interaction becomes explicit. In a low-intention implicit system, users should not
need to remember prior inputs for the system to function correctly. In practice, there can be some
middle ground, for example, if people modify their walking speed as they approach an automatic door,
which is effectively a form of (implicit) recall, but the underlying assumption is that the basic implicit
interaction functions well enough based on the users normal (non AI-assisted) behaviour and so does
not require explicit means to provide recognition. Thus, when applicable, this heuristic applies to
sensed tasks.

4.7. Flexibility and Efficiency of Use

The heuristic of flexibility and efficiency of use suggests that systems should allow users with different
skill levels or preferences to interact with the system in ways that best suit their needs.

In implicit interactions, this flexibility can manifest through personalization across two dimensions:

• Interaction personalization: Different implicit interactions can trigger the same outcome based
on the user. For instance, a light might turn on when one user sits down at a table, but for another
user, it activates when they enter the room. This dimension applies to sensed tasks.



• Content personalization: Different outcomes can result from the same interaction depending
on the user. For example, one user’s presence may trigger only specific lights to turn on, while
another user’s presence activates all the lights. This dimension applies to supported tasks.

Customization in the traditional sense is less relevant in proactive systems, as it requires explicit
interaction. Likewise, accelerators (shortcuts) are not applicable since implicit interactions are already
designed to be the most efficient, natural responses.

In contrast, adaptations are common in proactive systems, for example, if the user frequently turns
the lights to a dimmed setting after entering the room, the systems can adapt to default to that setting.
However, the challenge is that normal adaptation should also be based on implicit cues and not on
explicit user settings.

4.8. Aesthetic and Minimalist Design

Although aesthetics may not be the first consideration in implicit interactions, this heuristic still holds
relevance. The design of proactive systems should prioritize simplicity and elegance, both in the
selection of the sensed task and the support of the secondary.

4.9. Help Users Recognize, Diagnose, and Recover from Errors

This heuristic is less applicable in proactive systems. While feedback on the execution of a supported
task can help users recognize when something has gone wrong (e.g., a door failing to open or a light
not turning on), diagnosing and resolving such errors often requires explicit user intervention through
traditional interfaces. This can be a challenge in systems relying on implicit interactions, which
inherently reduce the user’s direct control.

A common approach to designing for error recovery involves supporting undo functionalities. This
can be achieved by providing contextual feedback that helps users understand and correct unintended
actions. However, as discussed under User Control and Freedom, undoing actions in physical implicit
interactions poses greater challenges compared to traditional digital systems. Furthermore, enabling
undo functionality in these contexts often requires shifting the user toward a more deliberate, high-
intention mode of interaction.

Consequently, this heuristic primarily applies to the “recognize” aspect. Any system failure should be
clearly communicated to the user through explicit feedback mechanisms, ensuring the user can identify
the issue and take corrective action. Challenges related to error detection and recovery in AI-based
user interfaces have been explored in detail in earlier work [19].

4.10. Help and Documentation

This heuristic tends to be less relevant for proactive systems, especially in low-intention interactions
where the system monitors users’ natural behaviors and responds automatically. In these cases, if
documentation is needed to explain how to interact with the system, it may indicate that the interaction
is no longer truly intuitive. Ideally, proactive systems should be designed to operate in the background,
with users engaging effortlessly and without the need for external guidance.

However, many natural user interfaces (NUIs), while leveraging ‘natural’ interactions, often feel
intuitive only after users have learned how to engage with them. For example, gesture-based systems
may seem natural, but they often require initial learning or practice, where documentation or onboarding
can be helpful.

5. Discussion and conclusions

The increasing prevalence of implicit interactions calls for the development of robust design criteria to
ensure usability and effectiveness.



In this paper, we defined implicit interactions by distinguishing between the sensed task, which
is sensed by the system, and the supported task, which the system supports based on the collected
data. This distinction is essential for understanding how users engage with proactive systems and how
implicit interactions unfold in real-world contexts.

Our work underscores the importance of carefully selecting the sensed task and accurately designing
the system’s sensing mechanism. This significantly contributes to maintaining key HCI usability
principles such as matching the system with the real world, ensuring consistency, preventing errors,
and supporting interaction personalization. Given that the sensed task is something the user would
typically perform regardless of the implicit interaction, it is crucial that the system does not unduly
influence or alter this task. We argue that if the design forces the user to modify their sensed task, it
signals a deeper design issue.

Equally important is the selection and support of secondary tasks, which must adhere to usability
principles such as error prevention, fostering a simple mental model, content personalization, consis-
tency, and feedback. Poor support for secondary tasks, or failure to improve their effectiveness, suggests
a flaw in the implicit interaction design.

The relationship between sensed and supported tasks must also be carefully considered in light
of usability principles like system status visibility, user control and freedom and predictability. We
proposed examples of situations where users might not want supported tasks to occur, or, conversely,
cases where users may engage in the sensed task specifically to activate support for secondary tasks.

Ultimately, we argue that any failure to support secondary tasks effectively diminishes the overall
value of the implicit interaction. If the secondary task’s support fails, or even worsens the interaction,
it highlights a fundamental flaw in the system’s design.

In conclusion, as implicit interactions continue to evolve and become more prevalent, it is essential
to address these design considerations to ensure that proactive systems align with user expectations
and provide natural, effective experiences. Designers should reflect on these challenges when creating
systems that seamlessly blend into users’ lives, offering support without unnecessary disruption.
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