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Abstract
The rise of Human-Centred Artificial Intelligence (HCAI) highlights the growing need for AI systems that are not
only functional but also ethical, transparent, and user-focused. Leveraging the results of a literature review, this
paper briefly explores best practices and multidisciplinary methodologies for designing and evaluating HCAI
systems. Drawing from fields such as Human-Computer Interaction (HCI), Software Engineering (SE), Machine
Learning (ML), and Ethics, we provide a brief synthesis of design techniques, evaluation strategies, and fairness
frameworks. We emphasize the importance of iterative, user-centered design processes and propose actionable
insights for integrating interpretability, bias mitigation, and ethical considerations into HCAI systems. Despite
these advancements, significant challenges persist, including the lack of tailored heuristics for evaluation and the
complexity of ethical impact assessments. Addressing these gaps will require scalable evaluation methodologies
and enhanced interdisciplinary collaboration.
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1. Introduction

Nowadays, Artificial Intelligence (AI) is becoming a transformative force across various fields, starting
from creative industries (for example, through image generation [1]), up to high-stakes domains like
medicine (for example, through medical decision support systems and general diagnostic aids [2, 3]).
While AI may benefit users’ capabilities, its successful deployment depends on a well-designed human-
AI interaction capable of fulfilling the specific users’ needs [4]. For instance, medical professionals often
struggle to trust black-box AI systems, as their lack of transparency and/or explainability poses risks to
both patients and physicians themselves (for example, legal risks), limiting the potential adoption of AI
in some real-world scenarios.

To tackle these challenges, the concept of Human-Centered Artificial Intelligence (HCAI) promises to
be a beacon for future AI research. HCAI lays at the crossroad of AI and Human-Computer Interaction
(HCI). It emphasizes usability, safety, trustworthiness, and ethical considerations to design successful
AI systems [5]. Moving beyond “traditional” AI, HCAI for systems that augment human expertise,
rather than replace it [6]. Leveraging HCAI techniques, designers can aim towards proactive systems
that symbiotically collaborate with their end-users towards common goals [7, 5].

This shift, however, requires a multidisciplinary approach to AI system design, combining insights
from HCI, Software Engineering (SE), Machine Learning (ML), and AI Ethics. While these disciplines
contribute distinct methodologies and perspectives, their convergence introduces complexities typical
of multidisciplinary work, such as inconsistent terminologies, knowledge gaps, and lack of standardized
practices [5]. Leveraging the results of a previous multidisciplinary literature review [5], this article
synthesizes the best practices and general methodologies to design and evaluate HCAI systems.

This article is thus structured as follows: Section 2 better introduces the concept of HCAI, Sections 3
and 4 provide an overview of methodologies for designing and evaluating HCAI systems (respectively),
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Section 5 summarizes the main challenges, while Section 6 ends the article.

2. Background and Definitions

Since AI systems are increasingly integrated within critical domains, their design must consider technical
performances and their alignment with human needs, values, and ethical standards. Although HCAI
promises to guide towards such a goal, various difficulties arise. In fact, HCAI is not a monolithic
research effort but results from a convergence of methodologies and insights from several disciplines [5].
Such disciplines, each with its own priorities and terminologies, contribute to the design of systems that
can truly augment humans, ensuring safety, reliability, and transparency. To better guide the following
discussion, we report a possible definition of HCAI systems by Desolda et al. [5]:

HCAI systems are AI systems that are designed, developed, and evaluated by involving
users in the process (i.e., through a Human-Centered Design process) to increase the
performance and satisfaction of humans in specified tasks. HCAI systems, therefore, aim
to be usable and useful for specified users, who might be described through a formal model,
to achieve their goals in their context of use while being reliable, safe and trustworthy.

Since the multidisciplinary nature of HCAI is one of its defining features, creating HCAI systems
requires the integration of methodologies and insights from various disciplines. The main disciplines
that contribute to HCAI are HCI and AI, which provide the main cornerstone of the entire discipline.
The former focuses on improving the usability and user experience of interactive systems. It contributes
principles and methodologies for designing AI systems that align with human values by involving
end-users throughout the whole lifecycle of AI (from its design to its evaluation and monitoring);
similarly, AI provides the technical backbone of HCAI as it enables systems to perform tasks that
require intelligence.

Although nowadays, the term AI is often employed as a synonym of ML and Deep Learning, as these
are the most successful subfields of AI, we prefer to avoid generating additional confusion in the way
these terms are employed. Therefore, throughout the rest of this article, we will refer to the general
high-level concept of “intelligent” machines through the term “AI.” In contrast, we will refer to the
statistical techniques to implement such intelligent behavior through learning with the term “ML.”

Strongly related to AI is the field of eXplainable Artificial Intelligence (XAI). Generally, it aims to
ensure transparency in AI systems by creating models and methods that are either interpretable and
understandable by humans, or that can be explained through post-hoc techniques. In the context of
HCAI, it enhances trust and accountability, which are extremely valued, especially in high-risk domains.

Two additional disciplines involved in HCAI are SE and Ethics. The former provides the methodologies
for building robust, scalable, and maintainable systems and guidelines to integrate AI into larger software
ecosystems while upholding quality and reliability. A sub-field of SE, at the intersection with HCI,
is End-User Development (EUD). EUD aims to empower users to customize or even create software
artifacts without advanced programming knowledge. It is highly relevant in HCAI as it may democratize
AI creation and may provide effective techniques to intervene in AI systems’ decision processes to deal
with errors or to reconfigure them [8].

Finally, Ethics guides the design and development of AI to create fair, transparent, and accountable
systems while ensuring alignment with societal values and norms and preventing biases and harmful
consequences.

3. Design Techniques

Designing HCAI systems requires methodologies prioritizing usability, ethical alignment, and adaptabil-
ity. As illustrated above, the multidisciplinary nature of HCAI draws from fields like HCI, AI, SE, and
Ethics. This section outlines key design techniques identified in the literature, with practical examples
and approaches for HCAI systems.
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3.1. HCI Solutions

Human-Centred Design (HCD) serves as the foundation of HCAI system development, emphasizing
iterative processes that integrate user feedback at every stage [5]. By actively involving users throughout
the design lifecycle, HCD ensures that systems are not only functional but also aligned with user needs,
preferences, and contexts.

A key technique in HCD is rapid prototyping, which allows designers to draft and evaluate user
interface prototypes quickly, testing ideas efficiently and refining designs based on user interactions
and observations.

Participatory design is a key HCD strategy that actively involves end-users as collaborators in
the design process. This approach ensures systems accurately reflect user needs and preferences by
incorporating their perspectives and expertise. Beyond participatory design, HCD offers specialized
methodologies tailored to the unique challenges of HCAI. Value Sensitive Design, for instance, integrates
ethical considerations and human values directly into design choices, ensuring that systems uphold
principles such as fairness, transparency, and equity.

Other notable approaches include activity-centered design and contextual design. Activity-centered
design prioritizes understanding and optimizing user tasks, creating systems that align with specific
workflows or activities. This method is particularly useful in professional domains where task efficiency
and accuracy are paramount. In contrast, contextual design employs observational techniques to
study the social, environmental, and cultural factors influencing user interactions with technology.
By focusing on the broader context of use, contextual design ensures that systems are adaptable and
relevant to real-world scenarios.

3.2. AI and ML Solutions

AI and ML algorithms form the backbone of HCAI systems, offering diverse approaches to meet specific
design requirements. These algorithms enable systems to learn, adapt, and operate effectively in
dynamic and complex environments, making them indispensable for creating user-centered, intelligent
solutions.

A useful technique is reinforcement learning, particularly suited for HCAI systems operating in
unpredictable contexts [9, 10]. Reinforcement learning enables systems to learn optimal behaviors
through trial-and-error interactions with their environment, making it ideal for applications requiring
flexibility and adaptability.

Transfer learning provides a practical solution when labeled data is scarce by leveraging pre-trained
models from related domains [11]. This approach allows HCAI systems to adapt existing knowledge
to new tasks with minimal additional data, reducing development time and resource requirements.
Transfer learning is particularly beneficial in specialized domains, such as healthcare, where labeled
datasets are often small and expensive to produce [5].

Federated learning represents another useful approach for HCAI systems, especially those requiring
personalization while preserving user privacy. Federated learning allows the development of a global
model that can be fine-tuned by local client models, enabling personalized interactions without central-
izing sensitive user data [12]. This capability is critical for applications like personalized healthcare
monitoring or collaborative tools, where individual user preferences and privacy must be respected.

3.3. XAI Solutions

For HCAI systems, ensuring that end-users can interpret AI models and understand their decisions is
essential to establish trust [5]. Trust in these systems is particularly critical in high-stakes domains,
such as healthcare or finance, where decisions must be transparent and justifiable [13]. However, the
current state of AI, mainly ML, often necessitates the use of “black-box” models, such as deep neural
networks, whose internal decision-making processes are opaque to users [14].

In situations where black-box models are employed, post-hoc model-agnostic explanation techniques
offer a versatile solution for making predictions understandable. These methods are applicable across a
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wide range of ML models, regardless of their complexity or application domain [14]. Two prominent
examples of such techniques are LIME and SHAP. LIME provides local explanations by approximating
the model’s behavior around a specific prediction [15], while SHAP quantifies the importance of
individual input features to the model’s output [16]. These tools are widely used to make complex ML
systems more accessible and interpretable to non-technical stakeholders.

In some cases, HCAI systems may leverage inherently interpretable models, such as decision trees or
rule-based systems [14]. These models are inherently understandable by humans, as they provide clear,
logical paths from inputs to outputs. When the use of interpretable models is feasible, they are generally
preferred over black-box approaches, as they eliminate the need for post-hoc explanations, which
can sometimes be incorrect or misleading. Moreover, relying on interpretable models mitigates risks
associated with faithfulness and trustworthiness, which are limitations of many post-hoc explanation
techniques [17].

3.4. Software Engineering Solutions

SE provides the principles, techniques, and methods necessary to develop robust, scalable, and maintain-
able HCAI systems. One of the main contributions of SE to HCAI development is Agile methodologies.
Agile methodologies emphasize iterative development cycles and allow frequent user feedback, allowing
designers to incorporate end-users’ insights at every stage of the development process [18]. This
iterative approach is especially valuable for HCAI, as it enables the continuous refinement of both
usability and technical performance, ensuring that the system evolves in alignment with user needs
and expectations [5].

DevOps practices can be adapted to further support the development of HCAI systems to enhance
collaboration between development and operations teams [19]. A specialization of DevOps tailored
for ML, called MLOps, allows for continuously integrating, delivering, and testing ML models [20].
MLOps facilitates the deployment of updated models into production environments while ensuring that
changes are rigorously tested for consistency and reliability. This is particularly important for HCAI
systems, where frequent updates are often required to improve accuracy, address biases, or adapt to
changing user contexts [5].

3.5. Ethics Solutions

A fundamental principle of HCAI systems is developing and deploying systems that are ethical and
uphold human values. Achieving this goal requires carefully integrating ethical principles throughout
the system’s lifecycle. Ethical frameworks and guidelines provide a valuable foundation for embedding
fairness, transparency, and accountability into HCAI systems. These frameworks not only help align
system behavior with societal norms but also aim to ensure that the systems operate responsibly in
diverse and sensitive contexts [5].

To further support the ethical integrity of HCAI systems, a-priori techniques can address fairness
and mitigate bias during the design and development stages. These proactive approaches, such as
rebalancing datasets, introducing fairness constraints, and debiasing algorithms, enhance the reliability
of AI systems by reducing the risk of producing skewed or discriminatory outputs [21]. Addressing
potential ethical concerns early in the process, these techniques help build trustworthy and equitable
systems, fostering greater acceptance and trust among end-users [5].

4. Evaluation Techniques

Once HCAI systems are designed and developed, rigorous evaluation techniques are essential to ensure
the final system meets quality standards and adheres to the requirements of its intended domain.
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4.1. HCI Solutions

HCI offers several methods for evaluating systems, focusing primarily on user-centered qualities such
as usability and user experience. These methods can be broadly categorized into three main approaches:
analytical evaluation (which does not involve direct user participation), usability testing, and in-the-wild
studies [22].

Analytical evaluation relies on formal models or heuristics to assess the quality of a system without
involving end-users. While this approach is cost-effective and can be applied early in the design process,
it is limited by the availability of domain-specific heuristics. Unfortunately, few established heuristics
exist for evaluating HCAI systems [5]. However, existing design guidelines, such as those proposed by
Amershi et al. [23] and the Google PAIR team [24], can serve as starting points for evaluation purposes.

4.2. Software Engineering Solutions

Techniques such as SE verification and validation, model checking, and general software testing play a
crucial role in assessing the technical robustness and functionality of the system, providing confidence
in the reliability of the final product.

However, the multidisciplinary nature of HCAI introduces additional layers of complexity to the
evaluation process. Quality measures for HCAI systems are inherently multifaceted, encompassing not
only technical performance but also usability, transparency, fairness, and ethical alignment. Addressing
these diverse dimensions requires employing methodologies drawn from fields such as HCI, AI, and
ethics, ensuring a holistic approach to evaluation that aligns with the system’s multidisciplinary
foundations.

4.3. AI, ML, and XAI Solutions

In the context of HCAI systems, traditional AI and ML metrics, such as accuracy, precision, and recall,
remain highly valued as they provide critical insights into the quality and reliability of the intelligent
decision-making process. These metrics are essential for assessing how well the system performs its
core tasks, ensuring that the underlying models meet the functional requirements of the application [5].

Beyond performance metrics, fairness and bias detection techniques are useful to evaluate HCAI
systems, complementing traditional performance metrics as they help ensure equitable and non-
discriminatory outcomes.

Since transparency is a fundamental pillar of HCAI, evaluating the interpretability and explainability
of AI systems is imperative. Metrics for assessing interpretability focus on how easily users can
understand the internal workings of a model [25]. In contrast, post-hoc explainability metrics measure
the quality and faithfulness of explanations provided for specific decisions [14].

4.4. Ethics Solutions

One of the significant challenges in evaluating HCAI systems lies in their ethical assessment. Despite the
critical importance of Ethics in HCAI, there is a lack of comprehensive and standardized guidelines to
evaluate the ethical implications of these systems systematically. The most widely recognized approach
to ethical evaluation is the use of Ethical Impact Assessments, a framework designed to analyze the
ethical consequences of systems before, during, and after deployment [26].

Ethical Impact Assessments provide a thorough and structured process for identifying and addressing
ethical concerns, such as fairness, transparency, and accountability. However, conducting ethical impact
assessments can be labor- and resource-intensive, requiring significant expertise in ethics, law, and
technology. These demands make ethical impact assessments particularly challenging to implement for
organizations with limited resources or expertise [5].

An alternative approach is algorithmic auditing, which involves investigating the algorithms used
in an AI system to identify potential ethical issues, such as bias or discrimination [27]. While less
systematic than ethical impact assessments, algorithmic auditing is more accessible and easier to adopt.
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It allows for targeted evaluations of specific components within a system, making it a practical solution
for organizations seeking to address ethical concerns without undertaking the full scope of an ethical
impact assessment [5].

5. Open Challenges

Designing and evaluating HCAI systems presents unique and multifaceted challenges. These arise
from the complex intersection of usability, ethics, transparency, and the need for interdisciplinary
collaboration. This section highlights the main open challenges that increase the difficulty of creating
HCAI systems.

One of the main barriers to the effective and efficient evaluation of HCAI systems is the scarcity
of standardized heuristics. While traditional usability heuristics exist for general software evaluation
and are still helpful for HCAI, they fall short when evaluating qualities like transparency, fairness, and
trustworthiness.

Developing a robust set of heuristics specific to HCAI would greatly simplify the evaluation process.
Beyond evaluation, these heuristics could serve as a valuable design tool, much like those used in
traditional software development. By offering guidance during the design phase, they can help designers
anticipate and address potential issues proactively, effectively preventing mistakes before they occur
[5].

As already stated, another pain point of HCAI systems evaluation is their ethical assessments. Since
ethical impact assessments are resource-intensive and require specific expertise, this framework is often
out of reach for smaller organizations or projects with limited resources.

Moreover, ethical impact assessments require extensive collaboration across multiple disciplines,
which often exacerbates the inherent challenges of multidisciplinary work. One notable difficulty in
HCAI projects is the lack of a shared vocabulary among experts from different fields, such as Computer
Science, Ethics, Law, and Human-Computer Interaction [5]. These gaps in terminology can hinder
effective communication and alignment, complicating the process of identifying and addressing ethical
concerns [5].

6. Conclusions

HCAI systems promise to be effective but also ethical, trustworthy, and aligned with human values. By
leveraging HCAI techniques, designers can create systems that proactively and symbiotically engage
with their human end-users. Understanding user behaviors and needs (exploiting HCI techniques),
guaranteeing quick update and redeployment strategies (leveraging SE), while defending users’ rights
and ensuring fairness and transparency (dictated by ethics), allows designers to create acceptable
proactive and symbiotic AI systems.

However, creating such systems is a complex, multidisciplinary endeavor, requiring insights from
fields as diverse as AI, HCI, SE, and ethics. This paper has provided an overview of some of the various
disciplines’ best practices and key methodologies, highlighting the role of human-centered design
principles, evaluation techniques, and fairness frameworks in designing and developing HCAI systems.

The lack of tailored heuristics for evaluating HCAI systems hinders systematic and accessible as-
sessments, while the resource-intensive nature of ethical impact assessments limits their adoption.
Addressing these challenges will require developing scalable, domain-specific evaluation tools and
methodologies alongside frameworks that facilitate interdisciplinary collaboration and shared under-
standing.

To bridge these gaps, the HCAI community must prioritize research into actionable and adaptable
solutions, such as lightweight ethical evaluation methods and domain-specific heuristics. By doing so,
we can ensure that HCAI systems not only meet technical and functional goals but also uphold ethical
principles, fostering trust and user satisfaction across diverse applications.
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