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Abstract
Large language models remain constrained by the limitations of current user interfaces and interaction
paradigms, which hinder their ability to process complex, multimodal information beyond simple text
input and output. Our proposed interface, TextVision, aims to address this limitation by enhancing
how researchers interact with AI, providing a wide range of functionalities for analyzing, editing,
creating new documents, and facilitating collaboration. TextVision advances state-of-the-art human-AI
interaction through improved usability and novel interaction techniques, enhancing scientific research
and development workflows. As a result, the user can access integrated tools, including a text editor, a
PDF viewer, and an AI assistant in a chatbot format. The AI assistant can provide answers based on user
input and is context-aware. This output can be enhanced using the built-in prompt designing tool to
create efficient, AI-optimized prompts. Users can also select between the latest proprietary LLMs and
fine-tuned open-source models tailored for specific tasks.
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1. Introduction

Despite the growing adoption of large language models (LLMs) in diverse applications, their
full potential remains unrealized, primarily due to inherent limitations in user interfaces and
interaction paradigms. Identifying suitable input prompts for these models is a daunting
challenge, often requiring extensive experimentation and domain-specific expertise. Many
applications are restricted to basic text-based inputs and outputs, failing to adequately address
real-world information processing tasks’ complex, multimodal requirements, mainly when
dealing with intricate document formats such as PDFs.
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We propose TextVision, an interface that connects the capabilities of LLMs and intelligent
user interfaces (IUIs) through a user-friendly platform [1]. TextVision provides users with
a dedicated workspace for storing their state of the editor, chat, and prompts. Users can
create and evaluate their prompts within this workspace before utilizing them within the
application at a later point. The main goal of TextVision is to enhance human-AI interaction,
focusing on aiding researchers in working with academic papers. By identifying essential
fundamentals of prompt engineering and human-computer interaction (HCI), TextVision aims
to develop a new approach to IUIs. This is achieved by leveraging LLMs within an interactive
PDF viewer and editor, offering a transformative method to work with multiple papers and
documents to create new ones. Furthermore, our system incorporates an AI-assisted knowledge
management component, which leverages context-aware capabilities to provide users with
relevant information and support throughout their tasks. This module is built upon a composite
architecture that integrates proprietary and open-source variants of LLMs, including those
specifically fine-tuned for scientific research applications [2].

2. Related work

For document editing and processing, prior LLM-based approaches have primarily focused on
tasks such as streamlining workflows [3, 4] and facilitating research work [5, 6]. [7] propose
using LLMs as evaluators, showcasing their potential for unbiased and scalable assessment
in various contexts. [8] emphasize leveraging user interfaces as writing tools that facilitate
reflection on the user’s writing process, enhancing engagement and productivity. Similarly,
feedback mechanisms are explored for principle generation, enabling iterative refinement of
ideas and practices [9]. Additional insights include suggestions for improving peer reviews
through structured support systems powered by AI [10] and the development of multimodal
systems for co-creating scientific alternative text, enhancing accessibility and inclusivity in
scholarly communication [11]. Finally, [12] explore various ways AI can support scientific
reading, such as discovery, efficiency, comprehension, synthesis, and accessibility.

However, current AI tools rely on generic prompts, often neglecting the specific requirements
of the use case. TextVision challenges the current state of the art by enabling users to design,
refine, and save custom prompt shortcuts, utilizing the potential of AI systems and facilitating
the interaction between the user and LLMs, which is crucial, especially with non-AI experts [13].
Our work emphasizes the integration of prompt editing to facilitate the creation of effective
prompts. The frameworks and tools most closely related to our approach are [14] and [15]: The
former enables users to generate improved prompts to enhance LLM output quality without
requiring programming expertise, while the latter focuses on advancing human-AI interaction
by applying direct manipulation principles. TextVision synthesizes these principles, offering
a prompting function and additional features specifically designed to support and streamline
scientific work, thereby advancing human-AI interaction in this domain.



Figure 1: Overview of the TextVision homepage. The interface is divided vertically: the left section
contains the PDF viewer for document interaction, including text highlighting and note creation, while
the right section is split horizontally into the editor for document editing and the chat interface for
interacting with the AI assistant.

3. TextVision: Structure and Workflow

3.1. The interface

The TextVision platform is organized into three discrete pages. The primary page, designated
as the project center, enables users to create and participate in workspaces, which are dedicated
containers for specific projects. Each workspace comprises two subsidiary pages: the homepage
and the PromptDesigner (Section 3.3.2). This modular design is informed by evidence-based
design decisions, which have been rigorously tested to optimize user experience [16].

The homepage’s content is divided vertically in the middle. The PDF-viewer, located on the
left, transfers, displays, and interacts with PDF files (shown in Figure 1). TextVision allows the
upload of multiple PDFs. However, only one can be displayed simultaneously. A drop-down
menu with the names of all uploaded files is shown at the top of the PDF-viewer to facilitate
easy interchange of the projected PDF. The user can interact with the PDF by marking text or
dragging the mouse to mark an area. Both actions result in a pop-up that contains a text area
and three action buttons. The first option is to ask the LLM directly. Here, a combination of the
text input of the text area and the marked content is used as a prompt. The second option is the
creation of a note: in this case, the content in the PDF that has been marked remains marked,
and a note is generated that displays the content and includes the text input as a description.
The generated notes are displayed in a sidebar on the left side of the PDF. Each note can be
designated as a context, signifying that it will be utilized as supplementary material for a prompt
within the chat. Moreover, to enhance navigation, upon clicking on a note in the sidebar, the
note’s contents in the PDF will be scrolled into focus. This function is functional across multiple



PDFs, and if the content of the clicked note is not present in the current PDF, the PDF will
switch to the file containing the note and scroll to the content. The last option is to cancel the
marking action, which results in everything written in the text area being dismissed, closing
the pop-up, and not highlighting the marked content.

As seen in Figure 1, the homepage’s right side is divided horizontally in the middle. The editor,
located in the top half of the page, incorporates “what you see is what you get” (WYSIWYG)
style [17]. WYSIWYG refers to an editor or software interface in which the content displayed
during the editing process resembles its final appearance in the published or printed form. In the
context of editors, a WYSIWYG interface allows users to create and modify documents visually
without needing to understand or write underlying code or markup languages. This approach
enhances usability by providing immediate visual feedback, making the editing process more
intuitive and efficient [18].

The chat is situated at the bottom of the right-hand side, serving as an interface for the LLM. It
is divided into three distinct sections: the header, chat history, and chat input. Its header displays
the status of the connection, allows for the selection of the marked notes as context, determines
the response generation model, and selects the saved prompts from the PromptDesigner. The
chat history displays the prompt request from the user and the responses in chronological
order. Each LLM response has a button that integrates its content into the editor. In the chat
input, the user can make prompts and add images. Consider the scenario where users require
assistance crafting well-defined input queries (prompts) or seek inspiration to initiate their
work. To facilitate effective task management, TextVision incorporates an adaptive prompt
generation module that analyzes both the user-inputted text and the contents of the currently
loaded PDF. This module generates contextually relevant prompt suggestions, which are then
presented above the input field for the user’s consideration.

3.2. Features and use cases

The TextVision platform is designed to address various real-world scenarios where users require
streamlined and efficient tools for handling complex document workflows. One prominent
use case centers on research, a context in which TextVision can significantly enhance the
productivity and effectiveness of users engaged in e. g. scientific or technical investigations.
The following scenarios, based on challenges often faced in research, illustrate how and why
the system is used in the research domain.

3.2.1. Reviewing and Summarizing Research Papers

A common challenge for researchers is reviewing large numbers of academic papers, extracting
critical insights while managing time constraints. TextVision provides a streamlined solution
to this problem by allowing users to upload and interact with documents directly within the
platform.

• Scenario: A researcher uploads a set of PDF articles related to a specific topic. Using the
integrated PDF viewer, they can browse the documents while leveraging the AI assistant
to highlight key sections such as abstracts, methodology descriptions, or results.



• Interaction: The user selects a specific passage, such as a complex paragraph in the
discussion section, and requests the AI to generate a simplified summary or explanation.
Instead of manually extracting and inputting the passage into the LLM, the assistant can
directly reference the marked paragraph, leveraging an integrated context-aware retrieval
mechanism akin to DirectGPT[15].

• Outcome: This can reduce cognitive load, accelerate comprehension, and allow the
researcher to focus on synthesizing insights rather than trying to understand dense text.

3.2.2. Designing and refining research prompts

In research, effective querying is essential for obtaining accurate and relevant information.
TextVision’s prompting concept (Section 3.3) builds upon [14] by assisting researchers in finding,
creating, and optimizing prompts for specific research tasks.

• Scenario: A researcher is conducting a systematic review on the impact of climate change
on agricultural productivity. They need to extract specific data points from multiple
research papers. As they interact with the platform, they receive prompt recommendations
based on their current input and the content of the uploaded documents.

• Interaction: As the user begins typing a query in the chat, the Prompt Recommendations
suggest tailored prompts that are contextually relevant to their current research focus. If
the user accepts a suggestion, they can use it immediately. Alternatively, they can refine
the prompt in the PromptDesigner window to ensure it aligns with their needs.

• Outcome: This process streamlines the research workflow by helping researchers create
more accurate queries with less effort. The ability to reuse and optimize queries ensures
that researchers can maintain consistency and efficiency across different phases of their
work. These features give researchers more control over the information retrieval process,
which can improve the speed and quality of their research.

3.2.3. Cross-referencing and contextualizing information

Researchers frequently encounter situations where they must cross-reference information
from multiple sources or require context to understand specific findings better. TextVision
facilitates this process by enabling the ability to switch between viewing different documents
and integrating context-aware AI assistance.

• Scenario: While working on a literature review, a user identifies two papers with differing
conclusions about a similar hypothesis. By uploading both documents, they can use
TextVision to cross-reference specific sections and query the AI-Assistant for contextual
explanations or summaries of key differences.

• Interaction: The user highlights relevant paragraphs in each paper and prompts the AI
assistant to compare methodologies or results, providing a synthesized analysis.

• Outcome: This can help the researcher uncover insights and enhance their ability to
draw informed conclusions for their work.



3.3. Prompting Concept of TextVision

The prompting concept of TextVision is designed to optimize how users interact with the
platform’s AI-powered assistant by facilitating more effective communication between the
user and the system. The prompting concept is divided into two core components: the prompt
recommendations and the dedicated PromptDesigner window.

3.3.1. Prompt recommendations

The first element of the TextVision prompting concept is the prompt recommendation system,
which plays a crucial role in assisting users by offering real-time suggestions as they interact
with the chat functionality. This system dynamically analyses the user’s input in the chat field,
providing tailored prompts after a brief delay once the user stops typing. These recommendations
are generated based on several context factors: the immediate input the user has entered into
the chat field, the history of the ongoing conversation, and any relevant content from the PDF
document being viewed. This ensures the suggestions are highly contextual and aligned with
the user’s current needs. By providing these recommendations, TextVision reduces cognitive
load, as users do not need to repeatedly think of specific prompt formulations or manually
navigate between different documents or sections of the interface. In this case, the platform
does most of the work, anticipating the following steps based on the available context. This
should result in a smoother interaction, allowing users to focus more on their work and less on
formulating precise queries. It should also reduce the time spent making decisions, as users can
select from a list of pre-generated prompts closely aligned with their task or document.

3.3.2. PromptDesigner

The second relevant feature in TextVision’s prompting concept is the PromptDesigner win-
dow, which serves as a dedicated space for users to create, optimize, and save their own
prompts. While the prompt recommendation system addresses real-time suggestions, the
PromptDesigner allows for an intentional and customized prompt creation. This window
enables users to design prompts tailored to their needs or workflow. Whether a user needs
highly specialized prompt templates for certain document types, specific interactions with the
AI, or wants to create a set of frequently used prompts for efficiency, the PromptDesigner
offers an intuitive interface to accomplish this. Users can save these personalized prompts for
later use, ensuring they don’t need to enter or recreate them repeatedly. Once created and
saved, these optimized prompts are seamlessly integrated into the main TextVision interface.
Users can easily access and use their saved prompts by selecting them from a combobox in
the chat section. This further integrates the platform’s functionality by combining the prompt
recommendations’ dynamic nature with the user-created prompts’ flexibility.
Figure 2 illustrates the GUI of the PromptDesigner. To utilize the feature in TextVision, users
begin by creating a new prompt entry. This involves providing a name, a brief description,
and the actual prompt they wish to optimize. Once the basic details are set, the user selects
the model to evaluate the prompt. In addition to selecting a model, the user must choose a
prompting framework to assess the prompt. The framework uses a star rating system, with five
stars representing the highest quality. This gives users clear feedback on how well their prompt



Figure 2: Graphical user interface (GUI) of the PromptDesigner. Users can create, edit, and evaluate
prompts by specifying a name, description, and prompt text. Additionally, model selection, framework
evaluation, and temperature adjustments allow for prompt customization and optimization.

Figure 3: Evaluation results in the PromptDesigner. After evaluating a prompt, users receive a star
rating and a detailed analysis of potential issues with corresponding suggestions for improvement.
Selected issues can be resolved automatically to generate an optimized prompt.

is structured according to the selected framework. Optionally, a temperature bar allows the
user to adjust the model’s creativity level, with the default set at 0.6. This setting influences
how deterministic or varied the generated responses will be.

After evaluation, the user receives a star rating and a list of prompt issues (Figure 3), each with
a description and suggestion to resolve it. Users select issues via checkboxes and click“solve” to
generate an optimized prompt, which can be saved for future use in the chat. This workflow
ensures prompts are refined, enhancing interaction quality and task efficiency.



3.3.3. TextVision’s framework integration

TextVision implements a dual approach to prompt engineering: firstly by integrating established
frameworks, and secondly by providing its novel, optimised framework. For the integration of
existing frameworks, the system includes four well-established prompting guides: the Prompt
Pattern Catalogue [19], which provides systematic patterns for improving ChatGPT interactions;
PEARL [20], which focuses on planning and executing actions across long documents; Principled
Instructions [21], which provides fundamental guidelines for questioning LLMs; and Advanced
Prompt Design Methods [22], which offers comprehensive prompt engineering techniques.

In addition to these established frameworks, TextVision is introducing its framework, which
combines and streamlines practical approaches from several sources [23, 24, 19, 21, 25]. This
framework uniquely integrates core concepts such as the ROMANE approach1 to structured
role-based prompting, chain-of-thought reasoning [25] and systematic prompt patterns while
focusing on practical effectiveness.

The framework integration is implemented through a flexible PDF-based approach that
dynamically allows the system to load and apply these prompting methodologies. Users can
evaluate and optimise their prompts against any of the integrated frameworks or TextVi-
sion’s custom framework, with the system providing detailed feedback and suggestions for
improvement based on the guidelines of the chosen framework. TextVision’s custom framework
emphasises role-based architecture, chain of reasoning processes and pattern-based design
principles [19, 21]. The framework incorporates quality assessment mechanisms with multiple
severity levels for consistent, timely evaluation and optimization while maintaining flexibility
for different use cases.

4. Architecture

TextVision’s implementation follows a modular architecture that integrates AI capabilities while
maintaining extensibility and reliability. The system is built around three core components:
the AI backend for LLM integration, a prompt management system and a comprehensive file
processing pipeline with retrieval-augmented generation (RAG) capabilities. This architecture
ensures efficient handling of various AI models, prompt optimization, and document processing
while maintaining a clear separation of concerns and high maintainability (see Figure 4).

4.1. Integration of LLMs

TextVision utilizes an abstract factory pattern via the AbstractAIBackend class, support-
ing various LLM providers while ensuring stability. Current models include OpenAI’s GPT-4,
GPT-4 Turbo, GPT-4o [26] - as of now, the most recent and powerful OpenAI LLM -, GPT-
4o-mini, and O1 series for text processing and reasoning [27], with Whisper V2 [28] for
speech and DALL-E 3 for images. The architecture’s AbstractAIBackend interface sup-
ports dynamic model switching, concurrent implementations, standardized prompting, RAG

1https://www.janeggers.tech/eeblog/2023/besser%2Dprompten%2Dgib%2Dder%2Dki%2Dgut%2Dstrukturierte%
2Dromane%2Ddann%2Dgibt%2Dsie%2Ddir%2Dauch%2Ddie%2Drichtigen%2Dantworten/

https://www.janeggers.tech/eeblog/2023/besser%2Dprompten%2Dgib%2Dder%2Dki%2Dgut%2Dstrukturierte%2Dromane%2Ddann%2Dgibt%2Dsie%2Ddir%2Dauch%2Ddie%2Drichtigen%2Dantworten/
https://www.janeggers.tech/eeblog/2023/besser%2Dprompten%2Dgib%2Dder%2Dki%2Dgut%2Dstrukturierte%2Dromane%2Ddann%2Dgibt%2Dsie%2Ddir%2Dauch%2Ddie%2Drichtigen%2Dantworten/


Figure 4: Modular architecture of the TextVision AI backend. The system is composed of three core
components: a scalable AI backend for LLM integration, a prompt management system for dynamic
prompt optimization, and a file processing pipeline with RAG capabilities.

via FileSearchHandler, efficient vector management, and multimodal orchestration. Exten-
sibility is a key strength, enabling integration of self-hosted models like Mistral 7B [29] and
potential support for larger models like LLaMA 3B or 70B [30]. These two models are fine-tuned
on the scientific_lay_summarisation - PLOS - normalized dataset [31], loaded
from Huggingface, containing 24,773 article-summary pairs for training, which is designed
explicitly for creating lay summaries of scientific literature, aligning with TextVision’s scientific
approach [32]. TextVision prepares interfaces for emerging models like Claude and Gemini via
a standardized API, ensuring consistent context handling across multimodal inputs. It adapts
to AI advancements with minimal disruption and targets level 1 combined multimodality by
processing voice, text, and images simultaneously [33].

4.2. Prompt management system

TextVision’s prompt management system, via the PromptHandler class, streamlines prompt
handling and optimization through a dynamic, framework-based architecture. It focuses on
system prompt management, framework integration, and prompt evaluation/optimization.
Predefined system prompt templates ensure consistent communication with LLMs across use
cases like evaluation, issue resolution, and suggestion generation. Framework integration
employs a PDF-based approach, enabling users to dynamically load prompting frameworks by
processing their documentation through the PDFProcessor component. Extracted guidelines
inform prompt evaluation and optimization. The optimization pipeline tracks iteration counts,
scores, and improvements. It refines prompts until a score of 9.0+ is reached, improvements
drop below 0.5 points, or three iterations are completed. Issues are categorized by severity
(HIGH, MEDIUM, LOW), with detailed compliance feedback for precise and framework-aligned
prompt refinement.



4.3. File processing and RAG integration

TextVision’s file processing and RAG system, implemented via FileSearchHandler and
VectorStoreManager, enables efficient document handling, storage, and context-aware re-
sponses using vector embeddings and retrieval mechanisms [34]. The PDFProcessor class
encodes/decodes documents between binary and base64 formats for seamless frontend-backend
data transmission and converts PDFs to markdown using pymupdf4llm2. It validates format
compliance and size (up to 512MB), supporting PDFs, markdown, and Word documents while
preserving structure and metadata. VectorStoreManager underpins the RAG system by
managing vector stores for semantic search with configurable TTL settings for efficient resource
use. It automates document chunking, embedding generation, and vector store maintenance.
FileSearchHandler employs an event-driven architecture for real-time and batch search
operations, ensuring efficient retrieval and citation tracking across multiple documents. Dy-
namic context window management optimizes response generation, leveraging OpenAI’s vector
store capabilities. The modular design supports scalability, maintainability, and future RAG
enhancements, ensuring reliable document-based knowledge processing and retrieval [34].

5. Planned user study

We plan to conduct a user study to determine whether the TextVision interface improves
document creation efficiency, usability, and overall user experience. We aim to recruit 20
participants for a balanced distribution of 10 people per skill group. Participants will be classified
into two groups, low-level and high-level, based on their previous experience and familiarity
with AI tools. After participating in the study, the users must complete two questionnaires, the
System Usability Scale (SUS) [35] and NASA-TLX [36], and a semi-structured final interview.

6. Conclusion

TextVision merges LLM capabilities with user-centric interfaces via a modular architecture for
an intuitive text processing experience. Its dynamic prompt recommendation adapts in real
time, simplifying prompt creation, while the PromptDesigner enables personalized templates.
Multimodal input and RAG techniques support seamless document editing, review, and genera-
tion in a unified interface. We will evaluate efficacy and usability through a user study with
quantitative and qualitative data collection, and address integration into larger interactive deep
learning projects [37, 38].
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