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Abstract

We investigate whether certain social cues that are known to be helpful in human-human conversation, can also
have a positive effect in human-computer conversations. We are developing speaking conversational agents who
talk to users about their daily life enabling them to gain deeper insights into their overall well-being. Previous
studies have shown that self-disclosure by users can relieve stress, and agents can offer an anonymous listening ear
when talking about potential sensitive topics. In this study, we aim to better understand whether self-disclosure
can be facilitated by two verbally expressed social cues, Shared Identity and conversational Goal-setting in a HCI
context. We discuss our experiment in which participants talked about their daily life with our voicebot, using a
2x2 between-subjects design with and without the social cues Shared Identity and conversational Goal-setting.
We measured whether the social cues improved trust, common ground, social attraction and self-disclosure
by the user. The results showed that Shared Identity significantly increased social attraction and common
ground but did not significantly influence trust. Neither Shared Identity nor Goal-setting directly influenced
self-disclosure. Although Shared Identity did not directly influence trust, our results showed similar dynamics
to those in interpersonal relationships regarding the essential roles of trust and shared identity in establishing
common ground. Trust significantly predicted perceived common ground only when shared identity was present.
Our results showed that adding Shared Identity is also a suited social cue in a HCI context to improve common
ground which is fundamental in meaningful conversations. For effective Goal-setting, more research is needed
into design and implementation of conversational Goals as it turned out that users perceived the Goals differently
than anticipated.
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1. Introduction

Humans naturally rely on social cues during interpersonal interaction [1] and interaction with computers
[2], ranging from physical cues like gender, smile, gesture, voice variations, facial expressions, to verbal
cues to understand their conversation partner. While previous research in human-human interactions
has demonstrated that social cues can influence social interactions in different ways, such as enhancing
self-disclosure [3], enhancing social perception [4], or building rapport [5, 6], the potential of some
important social cues, such as shared identity and goal-setting, remains under-explored in human-agent
interactions. This study seeks to bridge that gap by examining how these social cues, shared identity
and goal-setting, can be leveraged in conversational agents to enhance self-disclosure, trust, social
attraction and common ground.

We are developing speaking conversational agents who talk to people about their daily life and
welfare to reflect on their own well-being [7]. Such online conversational agents (CAs) are easily
accessible and can provide a confidential space [3], which might be particularly appealing for people
who are hesitant to talk about personal issues or who are concerned about stigma or discrimination
[8]. In addition, some people may find digital interaction less intimidating than interacting with a
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human, leading to an increased willingness to self-disclose and share personal thoughts and feelings [9].
Understanding how self-disclosure can be facilitated in interactions with CAs is essential for designing
systems that support meaningful conversations, whether for personalized user experiences or social
connection.

Self-disclosure, the act of verbally sharing personal information with another person [10], plays a
crucial role in social interactions and encourage relationship building [11]. While self-disclosure can
foster meaningful social relationships, discussing sensitive topics can be difficult, and not everyone has
access to a supportive person to talk to. In today’s increasingly digital world, individuals are turning to
digital platforms and conversational agents (CAs) to engage in social interactions.

This study focuses on the impact of shared identity and goal-setting, shown to be relevant and
effective in human-human conversations [12, 13, 14, 15, 16] on self-disclosure, trust, social attraction
and common ground in human-agent interactions. Shared identity, defined as a sense of belonging to a
social group [17] , has been shown to foster relational closeness and increase perceived common ground
in human-human communication [18]. Similarly, goal-setting can shift the focus of conversations to
specific objectives, potentially encouraging self-disclosure [10]. While these social cues have been
researched in human-human interactions, their role in CA interactions remains underexplored.

To address this gap, this study aims to address the following research questions:

« RQ1: What is the effect of shared identity on self-disclosure, trust, social attraction and common
ground in conversations with a CA?

« RQ2: What is the effect of goal-setting on self-disclosure conversations with a CA?

« RQ3: What is the combined effect of shared identity and goal-setting on self-disclosure, trust,
social attraction and common ground in conversations with a CA?

To answer these questions, we conducted a 2x2 between-subjects experiment using a Dutch-speaking,
non-embodied CA named Babbelbot. Participants were drawn from various social groups, including
students, young professionals, and hobby-based communities. Our aim was to examine how shared
identity and goal-setting influence self-disclosure, trust, social attraction and common ground in
conversations with the CA.

Our main contributions are:

+ a design and implementation in the voicebot dialogue and architecture to integrate two social
cues (shared identity and goal setting) in its conversation;

« an evaluation of the effect of these social cues on disclosure and an evaluation of shared identity
through social perception such as trust and social attraction;

« we show that implementing shared identity in conversations has a positive effect on human-
computer conversations.

In the next section of the paper, we discuss the related work that underpins these research questions.
We then describe the methodology used, present our results, and conclude with a discussion of the
findings and future research directions.

2. Background

Feine et al. [16] developed a comprehensive taxonomy of social cues for CAs. A social cue for a CA is
“a cue that triggers a social reaction of the user towards the CA” [16, 2].

Feine et al. [16] describes the emergence of a social reaction in a social cue. The process begins with
a noticeable feature, such as the CA’s voice or appearance (the cue), which is then interpreted by the
user, transforming it into a social signal. This interpretation can, in turn, lead to a social reaction, such
as assumptions or changes in behavior. For example, if a CA uses a male voice (the cue), the user may
interpret this as an indication of the CA’s gender (interpretation), leading them to apply gender-related
stereotypes (social signal), and causing the user to interact with the CA in ways that reflect those biases



(social reaction). Thus, the choice of the CA’s voice can become a social cue, influencing how the user
perceives and engages with the agent.

As mentioned before, one potential social reaction in interpersonal communication can be a change
in self-disclosure. In this context, self-disclosure, or the act of revealing personal information to others,
is a complex process that is influenced by various factors such as personality, gender, social goals and
social perception [19].

Omarzu [10] suggests that the decision to self-disclose is influenced by a balance between the
perceived risks and rewards of different types of information. Personal characteristics of both the
discloser and of the listener, such as gender and personality, as well as situational factors and the
individual’s social goal, all influence the reward and risk of different types of disclosure behaviour
[10, 20].

Understanding the dynamics of social cues and social reactions in conversations with CA’s can help in
designing agents that encourage open self-disclosure while minimizing risks and maximizing rewards.

2.1. Conversational Goals

According to Derlega and Grezelak [21] there are different social goals that could motivate self-disclosure,
including the pursuit of social approval, the desire for intimacy, the need to relieve distress, the desire for
social control, and the need for identity clarification. The pursuit of social approval is the ‘default’ goal
when no other social goal is clearly present [22]. This means that people tend to disclose information
that presents a socially acceptable image of themselves. Once an individual has identified a specific goal,
there is a range of strategies to choose from to achieve that goal: In some cases, self-disclosure may be
the most effective approach, while alternative strategies may be more suitable in other situations [10].

In an experiment by Quattrone and Jones [23] (through Omarzu, 2000) participants were asked to
convince a ‘director’ to cast them for a film. When told that their success depended fully on the interview
with the director, they were more inclined to disclose negative information about themselves to win
the part (e.g., “I'm really stingy, just like Scrooge”). This experiment illustrates the entanglement of
social goals and the balance of perceived risks and rewards in self-disclosure. Participant’s willingness
to share negative information to achieve a goal, shows how disclosure behaviour changes based on
shifting interaction goals [10, 23].

As mentioned, we aim to create a CA that aids people in managing their well-being by making people
aware of what makes them happy and healthy. One of the goals apparent in such a situation could
be the need to relieve distress, as well as the need for identity clarification to gain insight into the
person and their stressors. When an interaction goal is explicitly set, it provides cues about what is
expected in the conversation and influences the perceived risks and rewards associated with disclosing
information. In this way, goal-setting in conversations with CAs can act as a social cue, specifically a
verbal content cue. potentially encouraging greater self-disclosure by shaping the user’s perceptions of
what is acceptable to share. This verbal content cue could then potentially result in a social reaction
such as more or less self-disclosure, or in a different social perception of the CA.

2.2. Shared Ildentity

Clark et al. [18] conducted a series of semi-structured interviews to understand what attributes people
find important in human-human and human-agent conversations. A key finding was that establish-
ing common ground was considered an essential part of good conversation. According to Racza-
szek-Leonardi et al. [24] common ground is “most often understood as the sum of mutually known
beliefs, knowledge, and suppositions among the participants in a conversation” (p. 1). Building on
this, Clark et al. [18] found that discovering shared interests and traits of each other helps deepen
conversations and strengthen relationships, as these shared aspects contribute to common ground.
Clark et al. [18] identified 2 essential elements for common ground to be established, trust and shared
identity [18]. Neville et al. [17] describe shared identity as “a set of people who view each other as
members of a common social group. In colloquial terms, it refers to a sense of ‘we-ness.”. People



within such groups are united by being associated with a common category. For example, soccer
supporters form a shared identity around their favourite soccer club. Shared identity contributes to
the establishment of common ground in interpersonal conversations and fosters a sense of relational
closeness [18].

Shared identity calls for the need of perceived similarities that bind people into that collective *we-
ness’. These perceived similarities play a crucial role in fostering a sense of connection between people.
As Lurings [25] notes, such perceived similarities positively influence social attraction [26, 27], defined
as the positive feeling of liking another person [28, 29]. Building on that, shared identity is related
to the characteristics of both the discloser and the listener [10]. It often provides a foundation for
conversation by providing topics and content for the conversation [18], and can enhance trust in human
conversations [12, 30, 13].

To summarize, establishing common ground in conversations requires both trust and shared identity.
Shared identity, built through perceived similarities and developed over time through conversation, plays
a crucial role in fostering a sense of connection and trust. Given its foundational role in establishing
common ground, shared identity can function as a verbal content cue in the context of CAs. Through
conversation, a CA can construct shared identity, potentially influencing user behavior, such as self-
disclosure, and shaping how the user perceives the CA.

3. Related work

Here we discuss related HCI studies investigating social cues with a focus on self-disclosure. Lee et
al. [2020] designed a chatbot with self-disclosure features to perform small-talk with people over a
3-week period. Many participants reported that they felt less embarrassed to disclose to a chatbot
than if it had been a human, some participants even reported that they felt they could talk more freely
with the chatbot than they could in online settings with other people. Klijsen [2020] also found that
people are less scared of judgements from chatbots than from humans. Opposite to Lee et al’s [2020]
findings, they found that the sense of anonymity was an explanation for self-disclosure, as the more
anonymous, the more intimate the disclosures were. Wezel et al. [2021] further support this based
on their literature review, suggesting that chatbots might enhance self-disclosure and social support,
because of perceived anonymity, lack of physical presence, and lack of non-verbal social cues. Clark
et al. [2019] highlight that topics in conversations with acquaintances were more focused on current
events, shared contexts, or the need to share information about something, rather than very intimate
or personal topics. The core driver of these conversations is small talk and transactional dialogue
(goal-oriented or task-specific), which can reduce feelings of awkwardness, laying the groundwork for
trust. The same pattern is found in human-agent conversations, where social aspects of conversations,
including small talk, are likewise reported to be helpful when trying to build trust or rapport [18, 34].
Wald et al. [35] created a chatbot that could be customized by participants along multiple-choice options
in a questionnaire. Customization options included gender, skin tone, eye and hair colour, nationality,
personal interests for movies/music/books/sports/food, and the chatbot’s name. Participants talking
to the customized chatbots reported higher scores for anthropomorphism, or perceived humanness,
compared to the control group. The direct effect of customization on trust was not significant, however,
they found that anthropomorphism had a significant effect on trust, meaning that perceived humanness
mediated the effect of customization on trust. The implementation of shared identity can be considered
to be a subtle form of customization as it shapes the chatbot interactions to mirror similarities with the
user, creating a more personalized interaction.



4. Methods

4.1. Research Design

This study employed a 2x2 between-subjects design to investigate the effects of two independent
variables—‘Shared Identity’ and ‘Goal-setting’—on user interaction om spoken Dutch with the conver-
sational agent (CA), Babbelbot. The design resulted in four experimental conditions: Control (no goal,
no shared identity), Goal-setting (goal, no shared identity), Shared Identity (no goal, shared identity),
and Goal-setting + Shared Identity (goal, shared identity). The control group served as a baseline to
compare the effects of the manipulations in the other conditions. Shared Identity and Goal-setting were
operationalized through variations in the conversation content provided by Babbelbot. Except for the
presence or absence of these social cues, the conversational structure and topics remained identical
across all four conditions.

Participants were first directed to an online questionnaire that assessed their demographic and shared
identity information (e.g. ‘Are you a beekeeper?’). This information was used to assign participants
one of four shared identity groups (beekeepers, tennis players, students, or young professionals) only if
they were assigned to a condition involving shared identity (the shared identity or shared identity +
goal-setting conditions). Therefore, participants identifying as beekeepers, tennis players, students, or
young professionals were not excluded from the control group. Depending on their assigned condition,
they engaged in a conversation with Babbelbot with or without goal-setting and shared identity, before
proceeding to the assessment questions. Figure 1 illustrates the sequence of the study procedure and
the assignment of participants to experimental conditions.

The experiment used Babbelbot, a voicebot designed to talk to people about their general day to
day life via an online interface [36]. We use this voicebot to investigate the impact of social cues in
human-agent conversations. Participants received an online questionnaire that directed them to a
condition-specific version of the Babbelbot, after talking to Babbelbot the participants returned to the
questionnaire to complete it.

The selection of identity groups was informed by practical and feasibility considerations, aiming to
achieve diversity in gender and age distribution while ensuring ease of implementation. Beekeepers
and tennis players were chosen to represent hobbies with balanced gender distribution, avoiding male-
dominated groups such as soccer. Recruitment challenges led to the inclusion of students and young
professionals, due to the researcher’s familiarity with these groups, allowing for more meaningful
and realistic chatbot interactions. The selection of identity groups may influence the study outcomes,
however, given the exploratory nature of this research, the focus was placed on practical and feasibility
considerations to establish initial insights into the effects of shared identity and goal-setting in human-
agent interactions. Future research could further investigate a wider range of identity groups to enhance
generalizability and deepen our understanding of shared identity effects.

4.2. Implementation

The voicebot ran an interface that was accessible via a web-browser. The voicebot used the KaldiNL
toolkit [37] for Automatic Speech Recognition of the user utterances and a Dutch TTS module with a
male voice. The conversation with Babbelbot was structured into four main parts: the introduction,
a Social Cues segment, topics about wellbeing and daily life, and the closing part. In the Social Cues
segment, the presence of social cues was determined by the assigned condition; the voicebot would
introduce a conversational goal, a shared identity or would continue to the next segment without
incorporating either. We operationalised Shared Identity and Goal-setting as follows. For the Goal-
setting condition, the chatbot was programmed to set a specific goal for the conversation based on
the five goals to self-disclose by Derlega and Grzelak [1979]: relieving distress. The chatbot would
communicate its intent to provide a space for the participant to vent, emphasizing its non-judgmental
and empathetic nature and say: (translation from Dutch): ‘Tt is known that it helps to vent your heart. I
am here to listen to you, without judgment or criticism. The purpose of this conversation is to give
you a place to vent your feelings’. For the Shared Identity condition, the shared identity sections were
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Figure 1: Overview of the study procedure and experimental conditions. SI = Shared ldentity. Participants
first completed demographic questions and shared identity requirement questions, which determined their
assignment to one of four experimental conditions: (1) Control (no goal, no shared identity), (2) Goal-setting only
(relief of distress), (3) Shared Identity only, or (4) Goal-setting + Shared ldentity. In conditions involving shared
identity (conditions 3 and 4), participants were assigned to one of four shared identity groups—beekeepers, tennis
players, students, or starters (young professionals)—based on their responses to the questionnaire. In conditions
involving goal-setting (conditions 2 and 4), the voicebot set an explicit conversational goal at the beginning of
the interaction, emphasizing the relief of distress. After interacting with Babbelbot in their respective condition,
participants completed assessment questions to evaluate their experience. The study aimed to investigate the
effects of shared identity and goal-setting on self-disclosure, trust, social attraction and common ground.

designed to foster a sense of shared identity between the participant and the chatbot. Depending on
the requirements gathered from the survey, the chatbot would introduce a specific shared identity
topic; beekeeping, tennis, student life, or being a young professional. Each shared identity topic had a
unique set of questions tailored to the specific group’. Participants in the Shared Identity + Goal-setting
condition talked to the voicebot that set a goal at the beginning of the conversation, as well as introduced
a shared identity topic.

4.3. Participants

The participants in this experiment were Dutch-speaking individuals aged 18 and over who had access
to a computer, laptop, tablet, or smartphone. Participants were primarily recruited from the researcher’s
personal network, and a university recruitment system for which students received credit for completed
participation. 81 participants finished the full experiment and were included in the study. 51.9% (N=42)
participants identified as female, 46.9% (N=38) as male, and 1.2% (N=1) as non-binary. The Control
and Shared identity conditions both contained 21 participants, the Goal-setting condition contained
20 participants and the goal-setting and Shared Identity condition contained 19 participants. y2-tests
showed that gender, age, region, education level, and device used were evenly distributed over the
conditions.

!full dialogues and code are available on https://gitlab.com/bliss-nl/babbelbot



4.4. Procedure

The experiment was conducted online in a web browser. Participants were first informed that participa-
tion is voluntary and anonymous and that they could stop participation at any time if they wanted to.
After indicating informed consent they were asked about demographic info. Then, the participants were
shown a link to the Babbelbot, specific to the condition they were assigned to. After the participants
talked to Babbelbot they had to return to the questionnaire to complete the second part, after which
they were thanked for their participation.

4.5. Evaluation

This study investigates the effect of shared identity and goal-setting on self-disclosure, trust, social
attraction and common ground in conversations with a Dutch spoken, non-embodied conversational
agent. To assess these effects, participants evaluated their experience with the voicebot using a direct
measure for disclosure duration and five self-report measures via Likert-scale questionnaires: Social
Attraction, Perceived Trust, Perception of the New Goal, Perception of the Default Goal, and Common
Ground.

4.5.1. Survey Measures

The questionnaire items were based on existing validated measures where possible, except for the
scales measuring Perception of the New and Default Goals, and Common Ground, which were newly
developed for this study. A professional translator ensured accurate translation from English to Dutch.

Social attraction to Babbelbot was assessed using a 5-point scale adapted from Van Wezel et al.
[33], based on McCroskey et al. [28]. Trust in Babbelbot was measured using one item on a 7-point
scale, from “not at all” to “very much”. Participants responded to the item “How much do you trust
Babbelbot?”. This item was adapted from Bickmore et al. [38]. To assess the internal consistency of the
newly developed measure, an exploratory factor analysis (EFA) with oblimin rotation was conducted.

The perception of common ground with Babbelbot was assessed using a 2-item 5-point scale ranging
from “not at all” to “very much”: (1) “Did you feel that you and Babbelbot had common ground?”, and
(2) “Did you feel that you and Babbelbot had similar interests?”. These questions were newly introduced
for this study. The reliability of the Common Ground scale was good (« = .90). A principal component
analysis with oblimin rotation showed a resolution in one factor that explained 90.86% of the variance,
with both items having very high loadings on this factor (=0.953), indicating that they are strongly
associated with the underlying construct the factor represents.

Participant’s perception of social goals were measured using 2 scales newly introduced for this
study based on the motives to self-disclose by Derlega and Grezelak [21]: “Did you want to make a
good impression on Babbelbot?” reflecting the perception of the default goal of presenting a socially
acceptable image as suggested by Baumeister [22], and “Did you feel that you could talk about distress
with Babbelbot?” reflecting the perception of the new, explicitly stated goal of relieving distress.

An overview of the questions in each self-report measure, as well as their sources, can be found on
Gitlab https://gitlab.com/bliss-nl/babbelbot. The reliability of the scales ranged from adequate to good
(.69 < a < .91).

4.5.2. Direct Measure Disclosure Duration

Self-disclosure is often measured in breadth (number of topics addressed), depth (intimacy level of
disclosures), or duration (word count) [10]. This study focuses on disclosure duration, therefore we
measure self-disclosure by the participants by counting the number of words in the user utterances
averaged over the whole conversation, as well as per discussed topic. * Because goal-setting and shared

*Upon completion of data collection an external offline Automatic Speech Recognition (ASR) system, Whisper (OpenAlL n.d.),
was used to produce textual transcriptions of participants’ answers of a higher accuracy compared to the real-time ASR.
Using Whisper ASR in post-processing on top of the real-time KaldiNL enhances the precision of the analyses of participant’s
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identity, if present, are introduced in the beginning of the conversation, we will also examine their
effects over the flow of the conversation. This is done by examining the average disclosure per condition
per topic in the questions presented to the participants. A part of the topics were shown in random
order to the participants, therefore, these topics will be aggregated and their average will be taken as
one point in the flow of the conversation.

4.6. Data Analysis Approach

The following statistical methods were used to analyze the data:

« Independent t-tests to compare experimental conditions on Social Attraction, Perceived Trust,
and Common Ground.

« Two-way ANOVAs to examine potential interaction effects between Shared Identity and Goal-
Setting.

« Mediation analyses using the PROCESS macro [39] with 5000 bootstrapped samples to assess
whether the perception of conversational goals mediated the relationship between goal-setting
and self-disclosure.

- Reliability analysis (Cronbach’s alpha) to assess the internal consistency of the new scales.

5. Results

This section presents the findings regarding the effects of Shared Identity, Goal-setting, and their
interaction on the self-report measures Social Attraction, Perceived Trust, and Perceived Goals, and on
the direct measure Self-Disclosure.

Table 1 presents the means and standard deviations for all measures across the experimental condi-
tions.

Table 1

Mean and Standard Deviation (SD) of Key Measures per Condition
Variable Control Shared Identity Goal-setting Both Total
Survey Measures (Likert Scales)
Social Attraction 3.31(0.76) 3.76 (0.54) 3.39 (0.83) 3.63(0.74)  3.53(0.74)
Perception of Default Goal ~ 1.78 (0.88) 2.10 (1.00) 2.05 (1.07) 2.22 (1.06) 2.04 (1.00)
Perception of New Goal 2.22 (1.00) 2.10 (1.00) 2.05 (1.28) 2.67 (0.84) 2.24 (1.06)
Common Ground 1.58 (0.75) 1.88 (0.77) 1.50 (0.71) 2.03(0.98)  1.74 (0.82)
Trust’ 3.24 (1.52) 2.67 (1.53) 3.10 (1.59) 3.68(1.67)  3.16 (1.59)
Conversation Data (Word Count)
Average Word Count 10.50 (13.72) 17.25 (19.08) 11.46 (7.84)  17.11 (13.20)  14.08 (13.94)
Log-Transformed Count 1.97 (0.77) 2.41 (0.97) 2.19 (0.78) 2.50 (0.96) 2.26 (0.87)

Note. Trust is measured using a 7-point Likert scale, all other survey variables use 5-point Likert scales (1 = very
low). Word counts represent the average across all sub-questions within each condition. Log-transformed values
are shown for comparison.

5.1. Shared Identity

We analyzed the effect of Shared Identity using independent t-tests on Social Attraction Perceived
Common Ground and Trust (RQ1).

disclosures.



Social Attraction: Participants who interacted with Babbelbot incorporating Shared Identity
reported significantly higher levels of Social Attraction (M = 3.70,SD = 0.64) compared to
those without Shared Identity (M = 3.35,SD = 0.79); t(77) = 2.15, p = .035. The effect size was
moderate (Cohen’s d = 0.49), indicating a meaningful but not large impact of Shared Identity on
social attraction, suggesting that additional factors may influence participants’ perceptions.
Perceived Common Ground: A significant effect was found for Perceived Common Ground,
with participants in the Shared Identity condition reporting higher scores (M = 1.95,SD = 0.86)
than those in the control group (M = 1.54,SD = 0.72); t(76) = 2.28, p = .026. The effect size was
moderate (Cohen’s d = 0.52), this suggests that Shared Identity meaningfully enhances perceived
common ground, but other conversational elements may also contribute to the perception of
common ground.

Trust: No significant effect of Shared Identity on Perceived Trust was found (p > .201).

5.2. Goal-Setting

To examine the relationship between Goal-Setting and Self-Disclosure (RQ2), mediation analyses were
conducted using the PROCESS macro for SPSS with 5000 bootstrapped samples [39]. The analysis
explored whether the perception of the new goal (relief of distress) and the perception of the default goal
(social approval) mediated the effect of Goal-Setting on self-disclosure. The findings are summarized
below:

5.2.1.

5.2.2.

Perception of the New Goal (Relief of Distress)

Total Effect of Goal-Setting on Self-Disclosure: The total effect of Goal-Setting on self-
disclosure was found to be non-significant (f = .0000, SE = .2428,(76) = .0000, p = 1.0000).
This indicates that introducing goal-setting, without considering a potential mediator, had no
significant overall effect on how much participants disclosed.

Effect of Goal-Setting on Perception of the New Goal (Mediator): There was no significant
effect of Goal-Setting on the perception of the new goal, relief of distress (f = .1795,SE =
.2405,1(76) = .7462, p = .4578). This suggests that explicitly stating the goal did not significantly
alter participants’ understanding of the conversation’s purpose.

Direct Effect (Controlling for the Mediator): When controlling for perception of the new goal,
the direct effect of Goal-Setting on self-disclosure remained non-significant (f = —.1020, SE =
.2028,1(76) = —.5031, p = .6164). This indicates that even when controlling for the perception of
the new goal, goal-setting itself did not influence disclosure.

Significant Effect of the Mediator on Self-Disclosure: A significant positive relationship was
found between the perception of the new goal and self-disclosure (f = .5683, SE = .0963,1(76) =
5.8991, p < .0001). This suggests that participants who perceived the conversation goal as ‘relief
of distress’ were more likely to disclose more, regardless of explicit Goal-Setting.

Indirect Effect of Goal-Setting on Self-Disclosure: The bootstrapped 95% confidence inter-
val for the indirect effect included zero (Bingirect = 1020, 95%CI[—.1662,.3967]), indicating no
significant mediation effect.

Perception of the Default Goal (Social Approval)

Total Effect of Goal-Setting on Self-Disclosure: Similar to the perception of the new goal, the
total effect of Goal-Setting on self-disclosure was found to be non-significant (f = .0000, SE =
.2428,1(76) = .0000, p = 1.0000). This suggests that explicitly stating the goal did not significantly
alter participants’ understanding of the conversation’s purpose.

Effect of Goal-Setting on Perception of the Default Goal: Goal-Setting did not significantly
affect the perception of the default goal (f = .1795,SE = .2268,t(76) = .7913, p = .4313). This
suggests that participants’ perception of presenting a socially acceptable image was not influenced
by explicit Goal-Setting.



+ Direct Effect (Controlling for the Mediator): When controlling for perception of the de-
fault goal, the direct effect of Goal-Setting on self-disclosure remained non-significant (f =
—.0697, SE = .2287,t(76) = —.3048, p = .7614). This indicates that even when controlling for the
perception of the default goal, goal-setting itself did not influence disclosure.

« Significant Effect of the Mediator on Self-Disclosure: A significant positive relationship
was found between the perception of the default goal and self-disclosure (f = .3384,SE =
1152,¢(75) = 3.3716,p = .0012). This indicates that participants who perceived the goal as
presenting a socially acceptable image were also more likely to disclose information, independent
of explicit Goal-Setting.

+ Indirect Effect of Goal-Setting on Self-Disclosure: The bootstrapped 95% confidence inter-
val for the indirect effect included zero (Bingirect = 0697, 95%CI[—.1016,.2793]), indicating no
significant mediation effect.

Table 2

Summary of Mediation Analysis Results for Perception of Goals
Path I SE p-value
Goal-Setting — Self-Disclosure (Total) .0000 .2428 1.0000
Goal-Setting — New Goal (Mediator) 1795 .2405 4578
New Goal — Self-Disclosure .5683  .0963 <.0001
Goal-Setting — Default Goal (Mediator) .1795  .2268 4313
Default Goal — Self-Disclosure 3384 1152 .0012
Goal-Setting — Self-Disclosure (Direct)  -.1020 .2028 .6164
Indirect Effect (New Goal) .1020 - [-.1662, .3967]
Indirect Effect (Default Goal) .0697 - [-.1016, .2793]

5.3. Disclosure

A two-way ANOVA on the effect of Goal-setting and Shared Identity on disclosure measured in average
word count (log transformed) showed no significant results (p’s > .160) (RQ3). Separate two-way
ANOVAs measuring the effect of Goal-setting and Shared Identity on the wordcounts for each question
block individually showed no significant interaction effects (p’s > .124) and no significant main effects
(p’s > .086) except for q-last, the question assessing whether participants had someone to open up
to on a regular basis. A two-way ANOVA of shared identity and goal-setting on disclosure in g-last
showed a significant main effect of Shared Identity on wordcount (p = .019), and no significant main
effect of Goal-setting on word count (p = .346). Participants that talked to Babbelbot that implemented
Shared Identity (M = 2.35,SD = 1.14) had a significantly higher wordcount in g-last, than participants
that talked to Babbelbot without Shared Identity (M = 1.59,SD = 1.00).

Wordcount Decline Over Time. The word count over the time or flow of the conversation per
condition is shown in Figure 2. Note that“aggregated topics” aggregates a series of topics presented in
random order to participants, with the displayed word counts representing an average over these topics.
The figure shows a decline in word count over time until the question assessing the opinion on the
conversation. To assess differences in the rate of word count decline across conditions, the difference in
word count from q1 to q-last was computed for each participant.

A two-way ANOVA of Goal-Setting and Shared Identity on wordcount decline over time revealed
a significant interaction effect (F(1,44), p = .015), but no significant main effects of Goal-Setting
(F(1,44), p = .429) and Shared Identity (p = .294). A split file on Shared Identity and a one-way
ANOVA of Goal-Setting on wordcount decline over time indicated a significant main effect of Goal-
Setting among the group of participants where Shared Identity had not been implemented (F(1,22) =
8.105, p = .009), but not among the participants in which Shared Identity had been implemented
(F(1,22) = 1.136,p = .298). Participants who talked to Babbelbot where only Goal-Setting was



= CONTOl == == goal-setting shared identity wes== « both

40

30

20

a1 q2 aggregated topics g-last opinion conversation

Figure 2: Overview of the average word counts per condition over the flow of the conversation.

implemented (M = 16.13,SD = 15.39) had a significantly higher wordcount decline over time than
participants who talked to Babbelbot where both Goal-Setting and Shared Identity had been implemented
(M = .21,SD = 15.76). This suggests that the implementation of Goal-Setting is associated with a
significantly higher word count decline over time, and that this effect is weakened when Shared Identity
is also implemented, making the effect of Goal-Setting on wordcount decline over time non-significant.

6. Discussion

The aim of this study was to investigate the potential of lesser researched social cues, shared identity
and conversational goal-setting, to enhance self-disclosure, trust, and social attraction, contributing
to the design of more effective CAs. This section discusses the results of our experiments in light of
existing research.

6.1. Shared Identity and Social Attraction

Our results showed that introducing Shared Identity in Babbelbot significantly increased Social Attrac-
tion. This aligns with prior research by Fiebert and Fiebert [40], which suggests that people actively
seek similarities when forming social attraction. In line with Neville et al. [17], shared identity is defined
as individuals perceiving themselves as being united by a common category. In our study, participants
in the Shared Identity conditions engaged in conversations that emphasized shared characteristics or
interests with Babbelbot. This likely increased the salience of these similarities, thereby fostering a
stronger sense of social attraction.

Social attraction, defined as the positive feeling of liking toward another person [28], plays a crucial
role in relationship development, as people tend to pursue relationships with those they like [29]. The
observed increase in Social Attraction suggests that implementing shared identity effectively facilitated
a more favorable perception of Babbelbot. These findings underscore the potential of shared identity as a
design strategy for enhancing social attraction in human-agent interactions. By strategically integrating
conversational elements that highlight commonalities, CAs may become more socially attractive to
users.

Although the effect of Shared Identity on Social Attraction was statistically significant, the effect size
(Cohen’s d = 0.49) indicates a moderate impact. This suggests that while Shared Identity is a valuable
design feature, its practical impact on user perception is meaningful but not overwhelmingly strong.
This finding underscores the complexity of social attraction in human-agent interactions, implying that
additional factors also play a role.



6.2. Shared Identity and Common Ground

Our results demonstrate that introducing Shared Identity in Babbelbot significantly increased perceived
Common Ground. This aligns with previous research in human-human conversations, which suggests
that shared identity plays a key role in establishing common ground [18]. Common ground is defined
as the mutually known beliefs, knowledge, and suppositions among conversational participants [24].
The increase in perceived Common Ground in the Shared Identity condition indicates that participants
who recognized a shared identity with Babbelbot were more likely to perceive a mutual understanding
in the conversation.

The observed effect size for the increase in perceived Common Ground was moderate, this means
that additional factors may contribute to this perception, therefore other conversational element may
also play an important role in fostering a sense of common ground.

6.3. Self-Disclosure

This study examined the effects of Shared Identity and Goal-Setting on self-disclosure in interactions
with Babbelbot. Overall, neither Shared Identity, Goal-Setting, nor their interaction had a significant
impact on the total disclosure duration. However, analyzing disclosure across specific conversation
topics revealed that Shared Identity led to increased disclosure in the final question of the conversation
(q-last), which asked whether participants had someone to open up to and if so, who it was and what
activities they did with them. These results suggest that in specific contexts, implementing shared
identity can elicit more self-disclosure, particularly in those involving more personal topics.

The increase in disclosure for g-last may also be attributed to the cumulative effect of trust and
perceived common ground built throughout the conversation when shared identity was present. This
aligns with Clark et al. [18] finding that mutual understanding, trustworthiness, common ground and
shared identity are important aspects of conversation. They also found that shared identity fosters
common ground in human-human conversations, and that in conversations with friends people rely
on built up trust [18]. Our results show that trust significantly predicted perceived common ground
only when shared identity was present, in line with interpersonal research by Clark et al. [18], who
found that both trust and shared identity are crucial for establishing common ground in interpersonal
communication. Our results suggest that in the presence of share identity participants likely felt more
connected to Babbelbot, trusted Babbelbot more and, as a result, disclosed more in later stages of the
conversation.

However, it is important to note that the direct effect of shared identity on trust was not significant.
This suggests that the effect of shared identity on trust may require sustained interactions to develop
fully. Future research should further investigate the interplay between shared identity, common ground,
and trust in fostering self-disclosure over extended interactions.

Interestingly, a similar question about family members did not show increased disclosure. In this
question Babbelbot asked who in your family is most important to you, why and what kind of activities
you often do with them. The position of this question in the conversation was randomized. This
suggests that the placement of questions within the conversation flow may influence the extent of
self-disclosure.

The role of Shared Identity in enhancing disclosure in human-human interactions is already estab-
lished [18]. Our findings suggest that implementing Shared Identity in CAs may similarly facilitate
self-disclosure, particularly in personal contexts, by fostering perceived common ground and trust.

6.3.1. Decline in Disclosure over Time

The results indicate that Goal-Setting alone was associated with a significantly greater decline in word
count over time compared to when neither social cue was implemented. However, when Shared Identity
was also implemented, this decline was removed, suggesting that Shared Identity might play a role in
maintaining engagement throughout the conversation.



This may also explain why disclosure increased in the final question (q-last) only when Shared
Identity was present, but not when both Goal-Setting and Shared Identity were implemented. Since
q-last appeared at the end of the conversation, the presence of Shared Identity may have contributed to
sustaining engagement and trust, leading to higher disclosure.

Future research should investigate more personal topics, in a randomized order, to gain a better
understanding of the effect of Shared Identity on different types of topics regardless of placement in the
conversation. Moreover, different future research could focus on the engagement over the flow of the
conversation and the effect of Shared Identity on disclosure at different points of the conversation, for
varying levels of intimacy.

6.4. Goal-Setting

The results indicate that Goal-Setting did not significantly influence the perception of either the default
goal (social approval) or the new goal (relief of distress). This suggests that brief goal-setting at the
start of the conversation may not have been sufficient to alter participants’ perceptions and disclosures
in human-agent interactions. In contrast to human-human interactions, where goal-setting can play
a crucial role in shaping conversational direction [10], potential inherent hierarchical dynamics of
human-agent conversations might lead users to feel more in control, reducing the influence of an
explicitly stated goal. A potential explanation for the lack of a direct effect could be that participants
perceived Babbelbot primarily as a tool rather than a conversational partner, reducing the impact of
goal-setting. Moreover, disclosure is a gradual and often trust-dependent process, therefore, goal-setting
at the start of one conversation may not be enough to influence self-disclosure behavior effectively
throughout the interaction.

Interestingly, the analysis revealed that participants who perceived they could talk about distress
(new goal) also felt a desire to make a good impression (default goal), suggesting an overlap in goal
interpretation. This indicates that participants may have viewed self-disclosure as a means of social
approval, emphasizing the importance of understanding participants’ perceptions and the potential
interaction between different social goals in conversations with CAs, to enhance goal alignment.

Overall, these findings highlight the complexity of goal-setting in human-agent interactions. Un-
derstanding how users interpret and internalize goals is crucial for developing effective CAs that can
meaningfully guide user behavior. Future research should explore how goal-setting strategies can be
optimized through repeated interactions, dynamic goal reinforcement, and personalization to enhance
user engagement and disclosure.

Future research should dive deeper into the nuances of gender in HCI and self-disclosure. Traditional
gender norms suggested differences in disclosure patterns between men and women, especially in the
context of goal-setting [41]. We propose that such study should focus on placing participants on a scale
of ‘traditional’ femininity and masculinity, allowing for a more nuanced approach that stays applicable
as gender norms evolve [42].

A potential reason why the perception of the new goal, relief of distress, only increases when both
Shared Identity and Goal-setting are implemented could be that their individual effects are not enough
for a significant change, whereas the conjunction of these social cues could create a strong enough
social signal for there to be a significant change in the perception of how appropriate or allowed it
is to relieve distress for men. This suggests that for men, having clear goals in the conversation and
talking about a shared identity regarding work or sports is important to feel they are allowed to relieve
distress more, however, for women these adjustments are not fitting or not enough. Future research
could explore Shared Identity topics that are traditionally preferred by women and could focus on
setting different conversational goals, that might not be inherent of the female gender, to understand
the broader scope of possibilities for the implementation of shared identity and goal-setting.



6.5. Future Work

While our findings highlight the potential of shared identity and goal-setting in enhancing user per-
ceptions and interactions with conversational agents, further research is needed in several areas.
Longitudinal studies could explore how repeated interactions influence social attraction and perceived
common ground over time, providing insights into the sustainability of these effects. Additionally,
future implementations could investigate more dynamic and personalized shared identity cues that
evolve throughout the conversation, reinforcing users’ perception of similarity. Examining different
types of shared identities, such as professional versus social affiliations, may further optimize chatbot
interactions for diverse user groups. Finally, exploring how goal-setting strategies can be effectively
integrated throughout the conversation rather than solely at the beginning may yield better user
engagement and self-disclosure outcomes.

7. Conclusion

This study focused on two lesser studied social cues, goal-setting and shared identity in the context of
CAs, as both have been shown to be relevant in effective human-human communication, and especially
in eliciting self-disclosure.

As a valuable contribution to the growing body of HCI research, this study showed that shared
identity in a Dutch spoken non-embodied conversational agent has the potential to enhance social
attraction and common ground through social cues.

Goal-setting, while an important part of disclosure dynamics, did not directly influence self-disclosure
or the perception of the new and default goals, respectively relief of distress and social approval.
This suggests that our implementation of goal-setting in a voicebot may require adaptations to more
effectively influence disclosure and to align user’s goal-perceptions as intended, laying the groundwork
for future research. The results indicate that users may interpret set goals differently than expected or
may be influenced by intrinsic motivations. Future research should explore strategies to better align
conversational goal-setting with users’ expectations and internal motivations.

Future conversational agent development should focus more on user-driven design features that are
personalized to the target users, as well as draw inspiration from social dynamics proven to be helpful
in human-human communication to elicit self-disclosure and improve social attraction.

8. Acknowledgments

We would like to thank Games for Health and ReadSpeaker for making their software available for
this project. This work is part of the research programme Data2Person with project no. 628.011.029
and Responsible Al for Voice Diagnostics (RAIVD)—grant number NGF.1607.22.013, which is (partially)
financed by the Dutch Research Council (NWO).

References

[1] J. Donath, Signals, cues and meaning, MIT Press Signals, Truth and Design (2007).

[2] C. Nass, Y. Moon, Machines and Mindlessness: Social responses to computers, Journal of Social
Issues 56 (2000) 81-103. doi:10.1111/0022-4537.00153.

[3] C.Beatty, T. Malik, S. Meheli, C. Sinha, Evaluating the therapeutic alliance with a free-text cbt
conversational agent (wysa): a mixed-methods study, Frontiers in Digital Health 4 (2022) 847991.

[4] J.K.Burgoon, B. A. L. Poire, Nonverbal cues and interpersonal judgments: Participant and observer
perceptions of intimacy, dominance, composure, and formality, Communication Monographs 66
(1999) 105-124. d0i:10.1080/03637759909376467.

[5] S.Van Coller-Peter, L. Manzini, Strategies to establish rapport during online management coaching,
SA journal of human resource management 18 (2020). doi:10.4102/sajhrm.v18i0.1298.


http://dx.doi.org/10.1111/0022-4537.00153
http://dx.doi.org/10.1080/03637759909376467
http://dx.doi.org/10.4102/sajhrm.v18i0.1298

(6]

K. Phillip, N. Beel, T. Machin, Understanding the cues and strategies counsellors use to develop
rapport with clients through telephone counselling, Psychotherapy and Counselling Journal of
Australia 8 (2020). doi:10.59158/001c.71253.

[7] J. van Waterschoot, I. Hendrickx, A. Khan, E. Klabbers, M. de Korte, H. Strik, C. Cucchiarini,

[9]

M. Theune, BLISS: An Agent for Collecting Spoken Dialogue data about Health and Well-being,
in: Proceedings of the 12th Conference on Language Resources and Evaluation (LREC), 2020, pp.
449-458. URL: https://aclanthology.org/2020.Irec-1.57.pdf.

G. M. Lucas, A. Rizzo, J. Gratch, S. Scherer, G. Stratou, J. Boberg, L.-P. Morency, Reporting Mental
Health Symptoms: Breaking Down Barriers to Care with Virtual Human Interviewers, Frontiers
in Robotics and Al 4 (2017). doi:10.3389/frobt.2017.00051.

M. De Choudhury, S. De, Mental health discourse on reddit: Self-disclosure, social support, and
anonymity, Proceedings of the International AAAI Conference on Web and Social Media 8 (2014)
71-80. doi:10.1609/icwsm.v8i1.14526.

[10] J. Omarzu, A disclosure decision model: Determining how and when individuals will Self-Disclose,

[11]
[12]

[13]

[14]

[15]

Personality and Social Psychology Review 4 (2000) 174-185.

V.J. Derlega, B. Durham, B. Gockel, D. Sholis, Sex differences in self-disclosure: Effects of topic
content, friendship, and partner’s sex, Sex Roles 7 (1981) 433-447. doi:10.1007/b£00288071.

F. G. Neville, S. Reicher, The experience of collective participation: shared identity, relatedness
and emotionality, Contemporary social science 6 (2011) 377-396. doi:10.1080/21582041.2012.
627277.

T. R. Tyler, S. L. Blader, Identity and cooperative behavior in groups, Group Processes and
Intergroup Relations 4 (2001) 207-226. URL: https://doi.org/10.1177/1368430201004003003. doi:10.
1177/1368430201004003003.

K. H. Greenaway, R. G. Wright, J. Willingham, K. J. Reynolds, S. A. Haslam, Shared identity is
key to effective communication, Personality and Social Psychology Bulletin 41 (2014) 171-182.
doi:10.1177/0146167214559709.

Y. Gong, ]J. Farh, P. Chattopadhyay, Shared dialect group identity, leader-member exchange and
self-disclosure in vertical dyads: Do members react similarly?, Asian Journal of Social Psychology
15 (2011) 26-36. d0i:10.1111/j.1467-839x.2011.01359.x.

[16] ]. Feine, U. Gnewuch, S. Morana, A. Maedche, A taxonomy of social cues for conversational agents,

[17]

[18]

[19]
[20]
[21]
[22]

[23]

International Journal of Human-Computer Studies 132 (2019) 138-161. doi:10.1016/j.1ijhcs.
2019.07.009.

F. G. Neville, D. Novellj, J. Drury, S. Reicher, Shared social identity transforms social relations
in imaginary crowds, Group Processes & Intergroup Relations 25 (2020) 158-173. do0i:10.1177/
1368430220936759.

L. Clark, N. Pantidi, O. Cooney, P. Doyle, D. Garaialde, J. D. Edwards, B. Spillane, C. Murad,
C. Munteanu, V. Wade, B. R. Cowan, What Makes a Good Conversation?, Proceedings of the
2019 CHI Conference on Human Factors in Computing Systems. (2019). doi:10.1145/3290605.
3300705.

E. Ignatius, M. Kokkonen, Factors contributing to verbal self-disclosure, Nordic Psychology 59
(2007) 362-391.

L. A. Baxter, B. M. Montgomery, Relating: Dialogues and dialectics, 1996.

V. Derlega, J. Grezelak, Appropriateness of self-disclosure, j. chelune ed., 1979.

R. F. Baumeister, A self-presentational view of social phenomena., Psychological Bulletin 91 (1982)
3-26.doi:10.1037/0033-2909.91.1.3.

G. A. Quattrone, E. E. Jones, Selective self-disclosure with and without correspondent perfor-
mance, Journal of Experimental Social Psychology 14 (1978) 511-526.doi:10.1016/0022-1031(78)
90046-x.

[24] J. Raczaszek-Leonardi, A. Debska, B. Sochanowicz, Pooling the ground: understanding and

[25]

coordination in collective sense making, Frontiers in Psychology 5 (2014). doi:10.3389/fpsyg.
2014.01233.
N. Lurings, The role of intimacy of self-disclosure and perceived similarity in the development of


http://dx.doi.org/10.59158/001c.71253
https://aclanthology.org/2020.lrec-1.57.pdf
http://dx.doi.org/10.3389/frobt.2017.00051
http://dx.doi.org/10.1609/icwsm.v8i1.14526
http://dx.doi.org/10.1007/bf00288071
http://dx.doi.org/10.1080/21582041.2012.627277
http://dx.doi.org/10.1080/21582041.2012.627277
https://doi.org/10.1177/1368430201004003003
http://dx.doi.org/10.1177/1368430201004003003
http://dx.doi.org/10.1177/1368430201004003003
http://dx.doi.org/10.1177/0146167214559709
http://dx.doi.org/10.1111/j.1467-839x.2011.01359.x
http://dx.doi.org/10.1016/j.ijhcs.2019.07.009
http://dx.doi.org/10.1016/j.ijhcs.2019.07.009
http://dx.doi.org/10.1177/1368430220936759
http://dx.doi.org/10.1177/1368430220936759
http://dx.doi.org/10.1145/3290605.3300705
http://dx.doi.org/10.1145/3290605.3300705
http://dx.doi.org/10.1037/0033-2909.91.1.3
http://dx.doi.org/10.1016/0022-1031(78)90046-x
http://dx.doi.org/10.1016/0022-1031(78)90046-x
http://dx.doi.org/10.3389/fpsyg.2014.01233
http://dx.doi.org/10.3389/fpsyg.2014.01233

[26]

[27]

[28]

[32]

[36]

[39]
[40]
[41]

[42]

social attraction in human-human CMC and human-chatbot interactions, Master’s thesis, Tilburg
University, School of Humanities and Digital Sciences, 2019.

R. M. Montoya, R. S. Horton, J. L. Kirchner, Is actual similarity necessary for attraction? A
meta-analysis of actual and perceived similarity, Journal of Social and Personal Relationships 25
(2008) 889-922. d0i:10.1177/0265407508096700.

J. N. Cappella, M. Palmer, Attitude similarity, relational history, and attraction: The mediating
effects of kinesic and vocal behaviors, Communication Monographs 57 (1990) 161-183. doi:10.
1080/03637759009376194.

L. L. McCroskey, J. C. McCroskey, V. P. Richmond, Analysis and improvement of the measurement
of interpersonal attraction and homophily, Communication Quarterly 54 (2006) 1-31. doi:10.
1080/01463370500270322.

E. Croes, M. L. Antheunis, Can we be friends with Mitsuku? A longitudinal study on the process
of relationship formation between humans and a social chatbot, Journal of Social and Personal
Relationships 38 (2020) 279-300. d0i:10.1177/0265407520959463.

S. Reicher, S. Haslam, The psychology of prosocial behavior: Group processes, intergroup relations,
and helping, Blackwell Publishing Ltd., 2010, pp. 289-309.

Y. Lee, N. Yamashita, Y. Huang, W. T. Fu, "I Hear You, I Feel You”: Encouraging Deep Self-disclosure
through a Chatbot, Human Factors in Computing Systems. (2020). URL: https://doi.org/10.1145/
3313831.3376175. doi:10.1145/3313831.3376175.

C. Klijsen, Biechten aan een chatbot? Intieme zelfonthulling tussen mens en chatbot en de rol
hierbij van anonimiteit en angst voor veroordeling, Journal of Social and Personal Relationships
38 (2020) 279-300.

M. M. C. Van Wezel, E. Croes, M. L. Antheunis, “I'm here for You”: Can social chatbots truly
support their users? A literature review, 2021. doi:10.1007/978-3-030-68288-0_7.

T. Bickmore, ]J. Cassell, Relational agents: A model and implementation of building user trust,
SIGCHI (2001). doi:10.1145/365024.365304.

R. Wald, E. Heijselaar, T. Bosse, Make your own: The Potential of Chatbot Customization for
the Development of User Trust, Adjunct Proceedings of the 29th ACM Conference on User
Modeling, Adaptation and Personalization 29 (2021). URL: https://doi.org/10.1145/3450614.3463600.
doi:10.1145/3450614.3463600.

W. N. Harmsen, J. Van Waterschoot, I. Hendrickx, M. Theune, Eliciting User Self-Disclosure
Using Reciprocity in Human-Voicebot Conversations, in: Proceedings of the 5th International
Conference on Conversational User Interfaces, Association for Computing Machinery, New York,
NY, USA, 2023. doi:10.1145/3571884.3604301.

M. van Gompel, A. Vugts, L. van der Werff, R. Ordelman, KaldiNL v0.4.1, https://github.com/
opensource-spraakherkenning-nl/Kaldi_NL, 2016-2022.

T. Bickmore, L. Vardoulakis, B. Jack, M. K. Paasche-Orlow, Automated Promotion of Technology
Acceptance by Clinicians Using Relational Agents, Lecture Notes in Computer Science (2013)
68-78.doi:10.1007/978-3-642-40415-3_6.

A.F. Hayes, Introduction to mediation, moderation, and conditional process analysis: A regression-
based approach, Guilford publications, 2017.

M. S. Fiebert, P. B. Fiebert, A Conceptual Guide to friendship Formation, Perceptual and Motor
Skills 28 (1969) 383-390. doi:10.2466/pms.1969.28.2.383.

K. Dindia, M. Allen, Sex differences in self-disclosure: A meta-analysis., Psychological Bulletin
112 (1992) 106—-124. doi:10.1037/0033-2909.112.1.106.

G. Brown, V. Curtis, T. V. Pollet, Gender, self-disclosure and emotional closeness in friendships: an
egocentric social network study, Social Science Research 34 (2021). doi:10.31234/0sf . io/wexn9.


http://dx.doi.org/10.1177/0265407508096700
http://dx.doi.org/10.1080/03637759009376194
http://dx.doi.org/10.1080/03637759009376194
http://dx.doi.org/10.1080/01463370500270322
http://dx.doi.org/10.1080/01463370500270322
http://dx.doi.org/10.1177/0265407520959463
https://doi.org/10.1145/3313831.3376175
https://doi.org/10.1145/3313831.3376175
http://dx.doi.org/10.1145/3313831.3376175
http://dx.doi.org/10.1007/978-3-030-68288-0_7
http://dx.doi.org/10.1145/365024.365304
https://doi.org/10.1145/3450614.3463600
http://dx.doi.org/10.1145/3450614.3463600
http://dx.doi.org/10.1145/3571884.3604301
https://github.com/opensource-spraakherkenning-nl/Kaldi_NL
https://github.com/opensource-spraakherkenning-nl/Kaldi_NL
http://dx.doi.org/10.1007/978-3-642-40415-3_6
http://dx.doi.org/10.2466/pms.1969.28.2.383
http://dx.doi.org/10.1037/0033-2909.112.1.106
http://dx.doi.org/10.31234/osf.io/wexn9

	1 Introduction
	2 Background
	2.1 Conversational Goals
	2.2 Shared Identity

	3 Related work
	4 Methods
	4.1 Research Design
	4.2 Implementation
	4.3 Participants
	4.4 Procedure
	4.5 Evaluation
	4.5.1 Survey Measures
	4.5.2 Direct Measure Disclosure Duration

	4.6 Data Analysis Approach

	5 Results
	5.1 Shared Identity
	5.2 Goal-Setting
	5.2.1 Perception of the New Goal (Relief of Distress)
	5.2.2 Perception of the Default Goal (Social Approval)

	5.3 Disclosure

	6 Discussion
	6.1 Shared Identity and Social Attraction
	6.2 Shared Identity and Common Ground
	6.3 Self-Disclosure
	6.3.1 Decline in Disclosure over Time

	6.4 Goal-Setting
	6.5 Future Work

	7 Conclusion
	8 Acknowledgments

