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Abstract
Human-centered design of intelligent DSS in medicine could be achieved through lower automation levels in
the stage of decision-making. However, reduced automation may affect users differently based on expertise.
The objective of our research was to explore how expertise and the use of various automation patterns in XAI
systems for medical diagnosis affect user performance and UX. We conducted a between-subjects experiment
(N = 21) with medical novices and experts. Participants interacted with two DSS differing in automation levels.
Performance (accuracy, confidence) and automation-related UX (Subjective information processing awareness,
perceived trustworthiness, diagnosticity) were assessed. Results suggest that only novices tend to over-rely on
lower automation. In contrast, experts did not exhibit this tendency, but their subjective information processing
awareness increased. Our findings indicate that reducing automation levels to enhance human-AI integration
may not consistently improve performance or UX. Designers should consider user expertise and context when
developing DSS with lower automation levels.
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1. Introduction

In medicine, explainable artificial intelligence (XAI) is used to improve the use of clinical decision
support systems (DSS) in diagnostic tasks. However, in highly automated XAI, explanations may
have an increasingly persuasive effect rather than optimally fostering user understanding of system
recommendations [1]. That is, XAI explanations potentially recommend and defend one hypothesis,
thereby limiting the extent to which users consider alternative hypotheses. To avoid this restriction to
one hypothesis, recent XAI systems have started to reintegrate users into the decision-making process
by, for example, enabling them to evaluate and test multiple hypotheses with the system. By refraining
from a distinct recommendation, designers reduce the degree of automation found in the XAI system
[2].

However, user characteristics, along with users’ contexts, may influence which degree of automation
is most suitable for them. Choosing an automation pattern (i.e., which information processing stage is
automated to which degree), may depend on both, user and task characteristics. For example, users’
levels of expertise in the underlying decision-making domain may play a key role in determining the
appropriate degree of automation for a DSS.

The influence of expertise on automation-related UX and task performance has been the subject of
many studies. For example, results indicate that expertise affects situation awareness (SA) [3] and the
ability to identify errors within the system [4]. Additionally, in the context of XAI, expertise has been
shown to influence the usefulness of explanation types (e.g., novices struggle with visual explanations)
[5]. However, studies often avoid examining these effects in the context of varying automation patterns.
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The objective of our research was to empirically investigate how users’ expertise in a medical
decision (i.e., diagnosing forearm fractures in children) influences the utilization of different automation
patterns in regard to users’ task performance and automation-related UX. To this end, we developed two
interfaces for an AI-based DSS with varying patterns of automation (i.e., Differing levels of automation
at the decision selection stage, see [6]). The L4-System automated this stage up to Level 4 [6], providing
a single recommendation for diagnosis and treatment. In contrast, the L3-System utilized Level 3
automation, allowing users to test and compare multiple hypotheses. To evaluate the effects of both
systems on performance (decision accuracy, decision accuracy in wrong cases, and decision confidence)
and automation-related user experience (UX) (Subjective information processing awareness, perceived
trustworthiness, and perceived diagnosticity) malfunctions were deliberately integrated into each
system for testing with both novices and experts.

All in all, the present work contributes to the human-centered development of artificial intelligence
(AI) systems and especially the optimal integration of human and AI. Our experimental study highlights
the importance of user expertise when determining the appropriate automation pattern in DSS. Simply
involving users in the decision-making process by limiting automation to information analysis does not
consistently enhance performance or UX.

2. Background

High degrees of automation in the decision-making stages (see [6]) can negatively impact performance
[7] and user experience [8]. That is, higher levels of trust may lead to over-reliance: for example,
Klingbeil et al. [9], demonstrated that users may tend to follow recommendations even when these
contradict available information and their own assessments. XAI aims to enable users to assess system
results by making system outputs more intelligible [10]. XAI can tackle the problem of opaque systems,
with which users’ affordance to engage is lower, which in turn promotes over-reliance [11]. However,
Bansal et al. [1] demonstrated that explanations may convince users to comply with the system’s
reasoning even if it is incorrect.

Apparently, XAI does not guarantee more cognitive engagement. For example, Zhang et al. [12]
found that highly automated ’recommend-and-defend’ systems may invoke a sense of competition in
clinicians, leading to disengagement and abandonment of the system. ’Recommend-and-defend,’ is a
term from recent XAI literature, referring to Level 4 automation systems (See [6]) that recommend a
single option and provide explanations to justify it [2]. In contrast, approaching automated DSS by
improving all stages prior to the decision selection could be described as Evaluative-AI (EAI). Introduced
by Miller [2], EAI focuses on human hypothesis evaluation by providing users with feedback regarding
their specified hypotheses. On a conceptual level, EAI systems exhibit lower levels of automation in the
decision selection stage, which may have a positive impact on users’ situation awareness [7], decrease
over-reliance and reintegrate users into decision-making [2].

2.1. Expertise as a major user characteristic in DSS

In addition, user characteristics (i.e. facets of user diversity [13]) may influence how explanations affect
over-reliance [14]. One key characteristic that may exhibit this moderating role is user experience. In
terms of explanations, experts benefit from different types of explanations (e.g., visual explanations)
differently than novices [5]. Goddard et al. [15] conducted a systematic review, finding that both
experts and novices are susceptible to automation bias (i.e., users over-rely on recommendations from
automated DSS), with novices being more strongly affected. In response, mitigation strategies might
be adopted to users’ expertise. Kupfer et al. [16] investigated strategies to reduce automation bias in
AI-based personnel selection. They found that awareness of potential system errors increases the depth
of review and reduces automation bias, leading to better decision-making, which applies to both experts
and novices, with novices benefiting particularly from detailed instructions. All in all, previous research
demonstrates that both experts and novices are prone to over-reliance on AI-based DSS, with novices
being more strongly affected.



2.2. Behavior and Experience connected to over-reliance in DSS

To effectively capture the effects of high automation levels in DSS, it is crucial to examine user per-
formance, particularly in scenarios where the AI system provides incorrect recommendations. As
demonstrated by the study on trust and reliance in clinical DSS [17], eliciting user performance offers
valuable insights into the extent of over-reliance and the ability to override faulty system outputs. In
addition to performance measures, research on automation in DSS needs to incorporate psychological
variables such as user confidence. Studies like those by Guo et al. [18] highlight that AI systems can
induce varying levels of confidence, which influence decision-making.

Furthermore, user experience metrics such as subjective information processing awareness (SIPA)
may affect how users interact with AI-systems [19]. The work of Vasconcelos et al. [20] underscores that
while explanations can foster trust, they may also inadvertently lead to over-reliance if users perceive
the system as infallible. Finally, incorporating diagnosticity into research, defined as the system’s ability
to provide information that aids users in distinguishing between hypotheses, may connect research on
DSS automation and human abductive reasoning. Shin et al. [21] argue that high diagnosticity enhances
decision-making by guiding users through complex reasoning processes.

3. Present Research

The objective of the present research was to better understand how expertise influences both the user’s
task performance and automation-related UX when interacting with different automation patterns in
XAI systems for diagnostic decision-making. For this study we distinguished between task performance
(decision accuracy, decision accuracy in wrong cases, confidence) and automation related UX (SIPA,
trust and diagnosticity) as variables. We decided to incorporate a medical decision task that, in fact,
is often carried out by insufficiently specialized health care professionals: underarm fractures in
children. Fractures are among the most common injuries in children, with 10–25% of all pediatric
injuries in Germany involving bones [22]. However, diagnosing and treating fractures in children is
often challenging, particularly in rural areas where specialized knowledge may be lacking, leading to
potential misdiagnoses, inappropriate treatments, or delays due to referrals. That is, in the present
research, we focused on AI support in the correct detection and treatment selection of fractures in
children. The assumption that novices and experts react differently to degrees of automation initially
leads to assumptions regarding task performance when using an AI system:

H1 Reducing the level of automation in the decision stage impacts experts’ and novices’ task perfor-
mance differently.

Performance-related sub-hypotheses were defined based on H1: H1.A (decision accuracy), H1.B
(accuracy in incorrect cases), and H1.C (decision confidence). System experience may vary due to
factors like better understanding from prior knowledge or lack of critical evaluation due to limited
expertise, influencing automation-related UX. Similarly, UX-related sub-hypotheses were defined for
H2: H2.A (SIPA), H2.B (perceived trustworthiness), and H2.C (perceived diagnosticity).

H2 Reducing the level of automation in the decision stage impacts experts’ and novices’ automation-
related user experience.

4. Method

4.1. Experimental Setup & Stimuli Design

In order to examine our hypotheses, we developed two DSS interfaces, employing varying levels of
automation on the stage of decision selection: (A) Level 4 automation: Follows the recommend and
defend approach, in which the system recommends one diagnosis and treatment for pediatric forearm
fractures while defending its recommendation with explanations (See Figure 1). The system uses
feature-importance explanations to communicate which features of the patient data contributed to



Figure 1: Prototypical L4 interface depicting patient data, diagnosis, and treatment recommendations. The
interface includes the X-ray image, diagnosis explanation, and treatment explanation, with highlighted factors
contributing to each recommendation.

the calculation of the recommendation. (B) Level 3 automation: Offers feedback to user-generated
hypotheses, and enables the comparison and exploration of multiple explanations for diagnosis and
treatment selection (See Figure 2a and Figure 2b). Both interfaces were ultimately integrated into a
web app that served as the study environment, guiding participants through the study. To standardize
decision support, a scripted procedure replaced a genuine AI model for fracture detection or treatment
selection. Four medical experts (physicians, pediatricians, and radiologists) from a local hospital selected
12 real pediatric forearm fractures from their database as stimuli. The experts simulated all system
outputs, including recommendations, feedback, explanations, and X-ray markings. In 3 of the 12
cases, incorrect recommendations were introduced by simulating miscalculated dislocations, leading to
inappropriate treatment suggestions.

4.2. Scales and Measures

Medical decision performance was evaluated by (1) decision accuracy and (2) decision confidence
(0–10 scale: 0 = not confident, 10 = very confident). Automation-related UX was assessed through
perceived information processing awareness, trustworthiness, and diagnosticity, with trustworthiness
measured using cognition-based trust questions from Madsen and Gregor [23]. Perceived diagnosticity
was assessed with a self-developed 4-item questionnaire (The system’s outputs helps me to check my
assumptions; The system’s output supports me to justify my decision; The system’s output enables
me to rule out wrong decisions; Looking at the system’s output does not help me to make a decision).
SIPA was measured with the SIPA Scale [24]. To account for user diversity, we measured affinity
for technology interaction (ATI) [25] and self-rated preference for automation in pediatric fracture
diagnosis and treatment using the PATS scale [26]. All questionnaires employed a 6-point Likert scale
(1 = completely disagree, 6 = completely agree). We used two-sided t-tests for independent samples
to compare the difference values (L4 - L3) for all dependent variables (decision accuracy, decision
accuracy in wrong cases, confidence, SIPA, trust, and diagnosticity) between experts and novices. As a
consequence of our underpowered study, we focus on interpreting effect sizes, we report as Cohen’s d
(small: d = 0.2, medium: d = 0.5, and large: d = 0.8) [27]. Prior to all performed t-tests we tested for
normality distribution (Shapiro-Wilk Test) and homogeneity of variance (Levene Test), which were
given for all variables.



(a) Prototypical L3 system, showing the diagnosis evaluation step.

(b) Prototypical L3 system, illustrating the treatment recommendation step.

Figure 2: Interfaces of System A and System B, illustrating differences in their automation levels through
distinct feedback.

4.3. Recruitment and Procedure

Ethics approval was granted by the local university’s Ethics Committee [anonymous for submission].
Participants (N = 21) included experts (n = 11; physicians and pediatricians) and novices (n = 10; medical
students without pediatric specialization). Each received €15 compensation. Participants completed a
sociodemographic questionnaire, received instructions, and watched a DSS introduction video. They
then worked on four patient cases using L3 and L4, reporting decisions and confidence. After each
system, they rated information processing awareness, trustworthiness, and diagnosticity. System order
was randomized, with every third case in each block featuring incorrect recommendations.

5. Results

A total of 22 participants (N = 22) participated, with one removed due to logging errors. The final
sample (N = 21) included 11 experts and 10 novices. The mean ATI score for the sample was M = 3.32
(SD = 0.94), close to the general population value of 3.61 [25]. Experts had a similar score (M = 3.36, SD
= 0.94), while novices had a slightly lower score (M = 3.28, SD = 0.97). The mean PATS score for the
sample was M = 4.21 (SD = 0.58), with experts preferring slightly lower automation (M = 4.05, SD =
0.49) compared to novices (M = 4.40, SD = 0.64). We did not find significant differences between experts’
and novices’ differences values (L4 - L3) for all variables, which led to the rejection of all Hypotheses
(H1 A-C, H2 A-C). We did observe medium effect sizes for decision accuracy in wrong cases, SIPA and
perceived diagnosticity. The results are depicted in Table 1.



Table 1
Results of measured variables for experts (n=11) and novices (n=10)

Experts Novices t(19) p d
M SD M SD

H1: Task Performance
H1.A: Decision Accuracy 0.39 0.68 0.25 0.89 0.40 .700 0.17
H1.B: Decision Accuracy (Wrong Cases) -0.27 1.10 0.70 2.21 -1.29 .211 0.57
H1.C: Decision Confidence 0.52 1.00 0.42 1.37 0.19 .853 0.08

H2: User Experience
H2.A: SIPA 0.27 0.51 0.05 0.44 1.07 .300 0.47
H2.B: Perceived Trustworthiness 0.07 0.52 -0.11 0.55 0.74 .468 0.32
H2.C: Perceived Diagnosticity 0.07 0.73 -0.32 0.73 1.58 .130 0.69

Note: The table presents the differences in mean values (S4 - S3) of for each variable between experts and
novices. Positive values indicate a preference for the L3 System, negatives for the L4 System

6. Discussion and Conclusion

This study examined the influence of user expertise on task performance and automation-related
UX in XAI systems with differing automation patterns. None of the hypotheses (H1.A, H1.B, H1.C,
H2.A, H2.B, H2.C) were supported. However, concerning our limited sample size and potentially
under-powered study design, we found a medium effect size for decision accuracy of wrong cases
when comparing experts and novices. Novices’ decision accuracy of wrong cases seems to suffer more
extensively from a lower level automation than experts’ decision accuracy. Additionally, we found a
medium effect size for SIPA and diagnosticity. Novices’ perceived diagnosticity appears to increase
to a greater extent when reducing automation levels compared to experts. Conversely, a decrease in
automation levels shows a greater decrease on SIPA in experts than in novices. Based on our findings, we
assume that expertise may enable experts to utilize low levels of automation effectively, whereas novices
may lack the necessary knowledge to do so. This is evident in our observation that only novices were
unable to rely on the low automation system accurately, while at the same time exhibiting an increased
perception of trustworthiness. This is in line with the results of [4], which indicate a moderating effect
of expertise on users’ ability to accurately rely on DSS. Additionally, in their study, experts appeared
to use the DSS for X-ray screening of passenger baggage to confirm their own hypotheses, whereas
novices used it as a guide to base their decisions on. In our study, experts and novices might have
applied different hypothesis strategies comparable to the ones described in [4]. The way L3 systems
integrates users into decision-making and present information may be particularly suitable for users
in the process of knowledge development, as such systems can help clarify relationships in complex
situations more effectively [28]. This is reflected in our observed increase in perceived diagnosticity
among novices when using systems with lower levels of automation. The present study exhibits certain
limitations that need to be considered when interpreting our findings: First, the sample consisted solely
of German practitioners or students. Second, we did not utilize an underlying AI-Model for both DSS.
Third, our system was deigned based on the assumption that a definitive ground truth or correct decision
in medical diagnosis can be defined, which is not always the case for complex medical decisions.

The present research provides insights into the potential impact of user expertise on performance and
UX in the context of automation patterns (i.e. reducing automation levels in AI-based DSS). Findings
indicate that novices are affected to a greater extent by reduced automation levels compared to experts.
When designing DSS with lower automation levels, designers should carefully account for user expertise
and tailor the design accordingly.
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