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Abstract
To detect misinformation, users of social networks potentially utilize AI-based decision support systems (DSS).
However, a DSS’s ability to augment user behavior depends on how a DSS modifies users’ decision-making
and interaction experience. We examined how users’ performance and experience are affected by the level of
automation of a DSS in misinformation detection. In a preregistered within-subjects-experiment with an AI, N=99
participants interacted with two DSS in a simulated environment. The first provided distinct recommendations
(higher level of automation), while the second provided solely evaluative support (lower level of automation).
We compared their effect on user behavior (here: accuracy, interaction frequency) and experience (here: trust,
traceability). Participants showed higher accuracy when receiving recommendations but also interacted less
frequently. Trust and perceived traceability did not differ between systems. We discuss whether more intensive
processing of the evaluated information could be responsible for the higher number of errors in the evaluative
system.
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1. Introduction

Half of all users on social networks use social media as their main source of news [1, 2, 3]. Meanwhile,
misinformation on social networks increasingly influences how attitudes and subsequent decisions
(e.g., regarding voting) [4] are formed. Previous research demonstrated that misinformation can lead to
polarization [5, 6] and echo chambers [7].

Developing technology to inhibit the negative influence of misinformation in social networks con-
stitutes a critical research agenda. One approach has been to reduce the spread of misinformation
through automated (AI-based) systems that flag or remove specific posts and accounts from social media
platforms (e.g., [8, 9, 10, 11, 12]).

However, automatically flagging content is only a valid strategy when a distinction between truthful
and misleading information is possible. As stated, for example, by Hameleers [13] and Vraga [14],
misinformation is not one side of a dichotomy contrasted by information on the other: the relation of
a piece of information to what we perceive as truthful is strongly dependent on context and time. It
evolves, continuously changing until (if possible) a stable point, e.g., a ground truth or its status as a
hoax is established [15].

Rather than fully automating the detection and removal process, DSS can augment individuals’
ability to correctly classify misinformation; that is, by providing context to the perceived content or
highlighting other indicators of the information being misinformation (e.g., [9, 10, 11, 12, 16]). Switching
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from completely automated detection and removal of posts to an augmentation-oriented approach
changes the level of automation [17], i.e., leads to a reduced level of automation. However, lower levels
of automation may influence how users experience their interaction with the system and, in turn, how
they are able to perform in their task, i.e., misinformation detection.

Potential psychological consequences concern the users’ sense of autonomy, the experienced work-
load, and their dependency on the system [18, 19]. For example, a reduction of automation can result
in a higher workload for the user [20] as users have to manually check every post. On the other hand, a
support system that achieves higher levels of automation greatly reduces workload, but might increase
the risk of decreased user autonomy or over-reliance on the system [21, 18]. This may lead to users
rejecting the system after experiencing failure [22] or discarding it altogether. We argue that experi-
mental research is needed to understand the effects of automation levels in misinformation detection
support on a performance level, as well as effects on user experience. Consequently, the objective
of this study was to implement different DSS with different levels of automation and experimentally
investigate the impact of these differences.

2. Background / Related work

DSS can provide context, highlight patterns, or flag indicators of misinformation to support users in the
classification process. While augmenting information, the level of automation of a DSS may affect user
experience, e.g., perceived workload, trust, and traceability of the system [17, 18]. Understanding the
trade-offs between varying levels of automation is critical to designing DSS that balance user autonomy
with effective misinformation detection. This balance depends on automation-based effects on user
experience and performance.

High levels of automation are not generally preferable, as unwarranted trust, skill degradation, and
diminished situational awareness may contribute to reduced user engagement and complacency [17];
similar concerns have been highlighted in [23]. In turn, reducing automation in misinformation
detection systems can enhance human-AI integration by fostering user interaction, particularly in the
decision-making stage (see [18]).

Human involvement is especially important as attributes of information such as tone, context, and
perceived truthfulness [15] influence what can be perceived as truthful, a differentiation which cannot
sufficiently be made by automated systems. Thus, limiting automation to evaluative support rather
than fixed, fully automated recommendations or removal may be desirable. Stronger interaction with
the content may further lead to more informed decision-making, as postulated in the Elaboration-
Likelihood-Model (ELM) [24].

Increased system interaction during decision-making may also improve the perception of system
traceability, ensuring users understand system processes and outcomes [25]. While this might foster
trust in the system, processing this additional information may also increase workload [26]. The balance
between ensuring transparency to foster user engagement and achieving high levels of automation
to reduce workload is delicate and requires empirical examination. Here, it is crucial to see how the
technological environment conditions affect this balance and not, as previous studies tend to do, to look
at the differences in users [27].

Systems that lack transparency and do not allow the user to interact with them, risk losing user
trust, which may lead to lower levels of user engagement. In contrast to that, excessively interactive
systems may be more transparent for the user but reduce usability due to cognitive overload [28]. For
misinformation detection, higher transparency without overwhelming the user is crucial to maintaining
trust and supporting nuanced decision-making.

Finally, the ELM emphasizes that argument quality and information literacy significantly influence
users’ ability to identify false information. Central route processing, requiring engagement with
high-quality arguments, mitigates susceptibility to misinformation [29]. Peripheral cues, such as
the credibility of a source, can also influence perception, but are less resistant to manipulation. As
demonstrated in empirical studies, users with higher information literacy are less likely to be deceived,



particularly on structured platforms like news websites [29]. Based on that, DSS in misinformation
detection should aim for a level of automation that supports central route processing. To the best of our
knowledge, the psychological consequences of low automation in DSS for misinformation detection
have not been studied experimentally before.

3. Present Research

Building on prior research, this study investigates how the type of automation in DSS influences users’
performance and experience in detecting misinformation. Specifically, we explore how different levels
of automation—recommendation-based (System R) as opposed to evaluation-based (System E)—affect
accuracy, interaction frequency, trust, and subjective information processing awareness (SIPA). We
hypothesize that:

H1: There is a difference in users’ accuracy in detecting misinformation between System E and System
R.

H2: There is a difference in the number of user messages between System E and System R.
H3: Users’ trust will differ between System E and System R.
H4: Users’ SIPA varies depending on which system they interact with.

Previous studies [21, 30] have shown that trust in automated systems plays a crucial role in determin-
ing how users interact with such tools (H3). We aim to advance the development of human-centered
AI by using a controlled experiment to explore how varying levels of automation in DSS can shape not
only users’ performance (H1, H2), but also their automation-related user experience (H3, H4).

4. Methods

For our study, we developed a web application simulating a social media platform. Participants interacted
with two AI-based DSS systems—System E and System R—to classify information as misinformation or
accurate information. Both AI-based systems used OpenAI’s Assistant API 1 (gpt-3.5-turbo). They had
identical interfaces (see Figure 1), differing only in their initial message. For System E, the message was:
“Hello! There are many different opinions and pieces of information about the post shown above. How can I
help you?”. For System R, the message was: “Hello! The post shown above (may/probably/definitely) (does
not) contain misinformation. How can I help you?”. The exact message for System R depended on the
shown post, but was consistent for each participant viewing the same post.

To identify subject areas with high levels of misinformation, we selected posts based on topics from
reputable fact-checking websites such as Snopes, Correctiv, AFP, and Reuters. We created posts using
information from these sources, adding false content to some to create misinformation posts. Twenty
potential posts (10 real, 10 misinformation) were created, from which 10 (6 real, 4 misinformation) were
selected for the study based on a consensus between the authors. The posts were originally written in
German but translated for clarification (as presented in this paper and on OSF 2).

Study participants were recruited by students enrolled in a user research course, each of whom was
tasked with recruiting three participants through personal contacts and university online forums3.
Of 108 participants recruited (May 29-June 17, 2024), 99 remained after excluding one underage and
eight for survey speeding. The sample was relatively young (range: 18-59; median age = 22) and
predominantly male (male: 54; female: 43; another gender: 2).

We conducted a randomized within-subject study. Participants first completed a pre-test survey to
collect sociodemographic data, social media usage habits, AI experience, and affinity for technology
interaction (ATI) [31]. They were then presented with both AI-based DSS in random order. On
1https://platform.openai.com/docs/assistants/overview (last accessed 24.02.2025)
2https://osf.io/fh79m/?view_only=313bc29356ad42c0b4575627c5f830b5
3This study was conducted in accordance with the Declaration of Helsinki. It was approved by the University of Lübeck’s
ethics committee.
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Figure 1: User interface of web application of System E. The interface shown is adjusted for height and space
reasons for illustration purposes. The actual UI includes a larger chat box to display more previous chat messages.

each system, they evaluated five randomly selected posts to determine whether the posts contained
misinformation, allowing us to measure their performance, i.e., their misinformation detection accuracy
and the number of messages exchanged with the system. After engaging with each DSS, participants
completed a post-test survey assessing their trust in the system (Human Computer Trust, HCT) [30]
and the experienced traceability (subjective information processing awareness, SIPA) [32].

5. Results

The descriptive analysis revealed comparable performance between both systems across multiple
measures (see Table 1). Detection accuracy was similarly high for both systems, with each participant
correctly classifying at least one post. The average number of user messages per post was higher for
System E, though some participants did not interact with either system at all. Trust and subjective sipa
were similarly high for both systems, with satisfactory scale reliability according to McDonald’s Omega.

Table 1

Performance Measures User Experience Measures

Measure Sys Mdn M SD min-max Measure Sys Mdn M SD 𝜔ℎ

Detection
Accuracy

E 80% 76% 21% 20-100%
HCT

E 4.07 4.01 0.78 0.67
R 80% 82% 19% 20-100% R 4.13 4.10 0.84 0.81

Messages
per Post

E 1.20 1.29 1.05 0.0-4.4
SIPA

E 4.00 3.75 1.01 0.79
R 0.80 1.14 1.22 0.0-8.8 R 4.00 3.87 1.11 0.91

Note. Descriptive statistics comparing evaluative (E) and recommender (R) systems. Left: Performance measures.
Right: user experience measures (HCT: human-computer trust, SIPA: subjective information processing
awareness, measured on 1-6 scales). 𝜔ℎ: McDonald’s Omega indicating scale reliability.

Statistical analysis revealed that the differences in performance between systems were statistically
significant (see Table 2). Notably, participants achieved higher detection accuracy (H1) with System R
compared to System E, while showing increased message interaction (H2) with System E. There were
no statistically significant differences in trust (H3) and information processing awareness (H4).

These findings suggest that the choice of AI-based DSS design meaningfully impacts both user
performance and interaction patterns.



Table 2

Mean Wilcoxon Test

Measure E R V z p r

H1: Detection Accuracy 76% 82% 569.00 -2.55 .010* -.26
H2: Messages per Post 1.29 1.14 1580.00 2.23 .026* .22
H3: Trust 4.01 4.10 1796.50 -1.49 .137 -.15
H4: Info. Process. Awareness 3.75 3.87 1802.00 -0.99 .324 -.10

Note. Summary of hypotheses tests comparing evaluative (E) and recommender (R) systems. (*) indicates
𝑝 < .05.

6. Discussion

The primary goal of our research was to explore how AI-based DSS with different levels of automation
affect user behavior and experience, as reflected in user accuracy, user engagement, trust, and SIPA.
Supporting H1, System R led to a significantly higher accuracy than System E, showing the effectiveness
of a recommendation-based approach. In line with H2, users engaged more frequently with system E,
potentially encouraging users to engage more thoroughly with the post. Interestingly, H3 and H4 were
not supported, as there were no significant differences between the two systems in terms of user trust
and SIPA.

Our results indicate that while recommendation systems improve accuracy and reduce interaction,
evaluative systems foster greater engagement without affecting users’ trust or perception of information
processing. In addition, we found a trade-off between the level of automation and user involvement in
misinformation detection.

One explanation for the higher number of interactions in System E is the way users might process the
information provided by the system. Based on the ELM, it is feasible to assume that a higher number of
interactions with the system is due to a higher level of elaboration, i.e., central route processing of the
provided information [29]. While engaging with more pieces of information, specifically with different
arguments regarding a decision as provided by System E, can lead to a more thorough engagement
with the content, it can also lead to heightened feelings of insecurity [33]. Lack of confidence in their
own decision-making ability might explain the higher number of errors after engaging with System E.
Recent studies also show that even if confidence is not decreased, more information can lead to poor
decision-making and dissatisfaction [34]. Therefore, future research should record users’ confidence
in their decision-making as well as their satisfaction with their decision-making. Another aspect of
central route processing is that stronger engagement with the information increases the stability of
users’ decisions over time [35]. Attitude stability should be tested in a follow-up survey after the initial
interaction with a DSS.

Expanding on the idea that higher engagement may lead to insecurity and decision errors, the lower
accuracy but higher interaction in System E could also stem from participants’ attempts to justify
their time investment. When users engage more extensively with a DSS, they may feel compelled to
integrate their own judgment into the system’s output, even when the system is highly reliable. [36]
demonstrated that users working with AI-based DSS often perform less accurately than the system
itself due to these strategies of combining human and machine input.

This phenomenon may reflect a psychological tendency to rationalize time spent by placing greater
weight on personal contributions, potentially leading to decisions that differ from the system’s sug-
gestion. To control for different user strategies in utilizing AI-based DSS, future research should be
designed to keep resource investment between systems equal. For instance, implementing a fixed
delay before participants can respond may help equalize conditions and reduce the potential urge to
contribute based on varying time investments.



6.1. Conclusion

Our research shows that in the dynamic field of misinformation detection, the deliberate design of au-
tomation levels and user integration plays an important role in enabling users to detect misinformation.

We were able to demonstrate that users interacted less with a recommendation-based system that
had a higher level of automation than with an evaluative system. Surprisingly, participants achieved
higher accuracy in detecting misinformation with a recommendation-based system. The subjective and
behavioral effects may be due to a central or peripheral route of processing, as described in the ELM.

Further research should explore the users’ perception of confidence when detecting misinformation,
as well as the long-term effects of automation levels on user certainty after interacting with the system.
In addition, more studies are needed that focus on different system designs, e.g., by modifying system
reliability and task difficulty to address potential ceiling effects.
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