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Abstract
In the domain of application stores and marketplaces, user reviews are crucial for supporting multiple requirements
engineering tasks. Feature extraction, emotion classification, topic analysis, review type identification, and polarity
analysis are key components in requirements prioritization, feedback gathering, and release planning. Empirical
evaluation of these techniques is challenging due to data collection complexities and a lack of reproducible methods
and available tools. Furthermore, existing studies often focus on isolated tasks, hindering a comprehensive analysis
of user perceptions. This paper introduces RE-Miner 2.0, a work-in-progress tool that integrates multiple data
extraction and analysis methods in a distributed environment (RE-Miner Ecosystem), enabling a multidimensional
and detailed analysis of user feedback. It offers a web-based service for task integration and comparison, supported
by persistent storage and a web application that allows analytical visualization of reviews. As a result, RE-Miner
2.0 provides a platform for task integration, replication, and comparison of review mining techniques. Bringing
advancements in deep review analysis for requirements engineering. A demo of the tool is showcased here:
https://www.youtube.com/watch?v=a11bHSCYqqM.
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1. Introduction

User reviews are critical for requirements engineering tasks like feature elicitation [1], bug detec-
tion [2], and release planning [3]. While natural language processing advancements (e.g., transformers,
generative AI) have improved review analysis through automated requirement extraction [4], feature
extraction [5], and emotion classification [6], existing tools remain fragmented. Recent solutions
like knowledge graphs [7] and open-source miners [8] address isolated tasks but lack integration
with complementary techniques such as polarity detection [9], review-type classification [10], and
feature-based topic modeling. This fragmentation leads to incomplete analyses, added to the absence
of open-source tools that integrate these multidimensional tasks. Furthermore, method evaluation
is hindered by data collection complexities [11], replication barriers, and resource-intensive deploy-
ments [12]. Practitioners also struggle to select domain-appropriate approaches [13], often due to
unavailable implementations [14].

Building on our prior work [15], we present RE-Miner 2.0, a holistic framework addressing these gaps
with two contributions: (1) RE-Miner Ecosystem, a web-based distributed and flexible architecture
designed to easily incorporate new extraction and classification methods and comparing multiple review
mining tasks (i.e., feature extraction, polarity detection, type classification, topic classification, emotion
classification, and clustering of feature taxonomies); and (2) RE-Miner 2.0, a web application for
visualizing user reviews, statistical data generated from these reviews and feature clustering. This
contribution extends the previous version by (2.1) introducing full integration with MApp-KG, an
RDF-based knowledge graph integrating a catalogue of mobile applications and user review [16]; (2.2)
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integration with multiple additional descriptor and analysis services, specifically those related to the
previously mentioned tasks (i.e., polarity detection, type classification, topic classification and feature
clustering services); (2.3) implementation of an experimental feature hierarchical clustering analysis
along with its interactive visualization; and (2.4) multiple usability and user experience improvements.

2. Related Work

Natural Language Processing for Requirements Engineering (NLP4RE) is a research field focused on
software-based solutions for automating language processing and detection techniques within the
Requirements Engineering (RE) domain. Despite surveys identifying over 130 tools [13], only 13% are
publicly available for replication, resulting in difficulties when conducting comparative studies or trying
to implement one of those systems. Key NLP4RE tasks [14] in mobile app review analysis include:

• Feature Extraction, identifying features in reviews using methods like the SAFE approach [17],
which employs syntactic pattern matching and semantic similarity.

• Type Classification, categorizing reviews by intent (e.g., bug report, feature request) [18].
• Topic Classification, using semantic analysis to identify review aspects such as aesthetics,

compatibility, cost, effectiveness, efficiency, enjoyability, learnability, security, or usability [19].
• Sentiment Analysis, which involves evaluating and extracting information from text to under-

stand attitudes and emotions, is divided into various subtasks within the field of opinion mining.
In RE-Miner 2.0, tasks such as polarity analysis, which determines the negativity or positivity
of a text [14], and emotion detection (e.g., identifying emotions like anger and sadness) using
models based on Ekman’s six universal emotions [20] are applied.

Despite the diversity of tools, several challenges apply across multiple review mining tasks. Fur-
thermore, studies highlight the limited use of NLP techniques for multidimensional review analysis.
Da̧browski et al. emphasize the scarcity of tools integrating various analyses [21]. Tools like SAFE [17]
and GuMa [22] (a syntactic-semantic approach combining feature extraction, polarity analysis, and
topic modeling to infer features and sentiments), rely on syntactic patterns but struggle with the
informality of reviews [23], a problem addressed by newer deep learning methods [5]. However, most
tools remain unavailable or non-extensible [14]. Progress has also been made in other tasks, such as
emotion classification, which has evolved from basic sentiment analysis to transformer-based mod-
els [24]. However, integrated solutions capable of handling multiple tasks remain scarce. While some
tools attempt to address this gap, such as the Appsent tool [25], which extracts and visualizes end-user
feedback through sentiment, emotion, and feature-issue analysis, holistic solutions are still limited.
Additionally, less popular techniques, such as topic or type classification, face challenges due to a lack of
available solutions and tool integration. The initial version of RE-Miner filled these gaps by integrating
feature extraction and emotion classification in an open-source tool, laying the basis for RE-Miner 2.0,
which expands it into a multidimensional solution by offering an open-source, extensible framework
with packaged web services, detailed documentation, and a sample dataset, integrating state-of-the-art
models for multi-task review analysis.

3. Tool Description

RE-Miner 2.0 is designed to be user-friendly, accessible, and reusable, making it suitable for both
researchers and mobile application designers [26]. The software focuses on five core objectives: (1)
Reusability: users can easily reproduce studies and analysis, by reusing the integrated models, services,
and datasets. (2) Shareability: the tool supports link sharing and result export, enabling users to share
data for collaborative research. (3) Flexibility: built on a micro-services architecture, the tool allows
users to easily extend it by integrating new tasks or executing only the necessary micro-services (i.e.,
extraction or clustering tasks) without risking the software’s integrity. (4) Result comparability:
the tool provides comparative analysis, enabling users to evaluate multiple methods in aggregation



Figure 1: RE-Miner Ecosystem overview

or in parallel. (5) Data privacy and security: the tool protects sensitive information through review
anonymization and access control mechanisms.

3.1. RE-Miner Ecosystem

The RE-Miner Ecosystem (Figure 1) is a distributed, microservice-based, four-layer architecture that
is both interconnected and independent. Each layer can be used either in isolation or orchestrated
through RE-Miner 2.0, aligning with the tool’s flexibility objective. The techniques and models in Layer
3, as well as the datasets in Layer 4, are based in literature research and our own work. As a result, the
tool reflects the state of the art and related work.

• Layer 1 - Core Infrastructure (RE-Miner 2.0): The base of the ecosystem is the RE-Miner 2.0,
the entry point for users to access the whole ecosystem via an user interface. It is detailed in
Section 3.2.

• Layer 2 - Extraction Micro-Services: This layer contains all extraction and clustering services,
organized as micro-services accessible via REST APIs. Its features include (1) compatibility with
diverse environments, (2) adaptability to state-of-the-art NLP techniques (e.g., integrating new
LLMs), and (3) scalability and customization, allowing developers to easily add or expand services
by reusing components like data transfer objects (DTOs) or existing micro-service architectures.
The micro-services in this layer support (1) type extraction, (2) topic extraction, (3) polarity
extraction, (4) feature extraction, (5) emotion extraction, and (6) feature clustering.

• Layer 3 - Language Models and Algorithms: This layer provides the models and algorithms
used by the services in Layer 2. Each task is supported by at least one model, which may be
based on machine learning (e.g., Support Vector Machines (SVM)), deep learning architectures
(e.g., T-FREX, Multilayer Perceptron (MLP)), transformer architectures (e.g., GPT-3.5, BERT), or
custom-developed techniques for feature clustering (e.g., Hierarchical Clustering Analysis (HCA),
which is an own work technique and an experimental work-in-progress feature). This layer is
designed to be flexible and easily expandable, enabling developers to quickly integrate or update
models to improve performance and expand scope. The methods and models that compose the
current version of RE-Miner 2.0 are presented in Figure 1.

• Layer 4 - Datasets: The outermost layer contains datasets used for fine-tuning and validating
the models in Layer 3. These datasets are diverse, with many derived from application reviews,
though they also incorporate data from other domains. They are based on related research
for training the models with relevant and accurate data. The new datasets introduced in this



Figure 2: RE-Miner 2.0 core layer overview

version of the tool include: (1) Polarity Analysis Dataset [19]: annotated with 11,321 reviews,
categorized into positive and negative polarities; (2) Review Type Analysis Dataset [18]: 3,691
annotated reviews, including types such as Bug, Feature, and User Experience; (3) Review Topic
Analysis Dataset: AWARE dataset [19] with 11,321 annotated reviews, covering topics like
Usability, Effectiveness, and Security; and (4) T-FREX Dataset [5]: 23,816 annotated reviews
focused on feature-specific review extraction and analysis.

3.2. RE-Miner Core

The core of RE-Miner 2.0 acts as an entry point for users to access the system via an user interface (two
view examples can be seen in Figure 4). It is composed of five components: (1) RE-Miner Dashboard,
which offers a responsive and user-friendly interface, allowing researchers and developers to access
the system, configure analysis tasks, manage reviews, and visualize results (as it can be seen in Figure
4); (2) RE-Miner Dashboard BFF, built on a Backend for Frontend (BFF) pattern, which handles the
front-end business logic, API requests, data processing, and communication with other services within
the core layer; (3) SQL Database that stores and manages user information, authentication data, and
access permissions; (4) RE-Miner HUB, acting as a central integration point, connecting the core layer
with the outer layers; and (5) MApp-KG [16], which organizes all of RE-Miner’s data and relationships.
An overview of these components and their interconnections is illustrated in Figure 2.

4. User Workflow

RE-Miner 2.0 expands from feature extraction and emotion classification to multidimensional analysis
the two existing use cases (Single-review analysis, Batch-review analysis and Visual analytics) introduced
in the first version [15] and introduces an additional use case (Feature Clustering Analysis) for review
analysis. Users must complete sign-up, login, and upload their apps and reviews before using these
features.

• Single-Review Analysis: Extended from the initial RE-Miner version [15]. This version intro-
duces a new enhanced Reviews Directory, allowing users to search and filter reviews by application
package, features, or descriptors (e.g., topic, type, polarity, or emotion). The review processing
wizard now supports the selection of multiple tasks and methods for multidimensional review
analysis, including new tasks such as topic classification, type classification, and feature clustering.
Results can be viewed in the updated Review Analyzer by clicking the icon (see Figure 4),
where new additional outputs such as detected polarities, topics, and types can be seen.

• Batch-Review Analysis and Visual Analytics: This version extends the original use case [15]
by introducing improved analytical plots, including new charts such as the Descriptor Polar
Area and a temporal Descriptor Histogram, improving the visualizations from the initial version.
Existing plots have also been improved for a better user experience.

• Feature Clustering Analysis: RE-Miner 2.0 introduces a new hierarchical feature clustering
view, designed to visualize results from the Hierarchical Clustering Analysis (HCA) technique



Figure 3: The Clustering View in RE-Miner 2.0. Selected features from a cluster family are shown. The
derived result search is displayed in Figure 4.

introduced in Layer 3 (see Figure 1). This view is accessible through the Tree Analyzer tab,
allowing users to explore and interact with the hierarchical clustering of features. In this view,
shown in Figure 3, users can select an application package and a feature family from the generated
clusters. An interactive visualization of the feature hierarchy then appears, enabling users to
analyze and manipulate the clustered data. Users have the following options for further analysis
and customization: (1) adjust the distance threshold between sibling nodes to refine cluster
granularity according to their research or analysis needs; (2) select specific clusters or subclusters
and download a JSON file containing the cluster data for reproducibility or sharing; (3) navigate
directly to the Reviews Directory with pre-applied filters based on the selected application package
and features, allowing for quick access to reviews linked to the chosen feature clusters (an example
can be seen in Figure 4).

Figure 4: Improved Review Directory in RE-Miner 2.0.

5. Evaluation

5.1. Plan

Below we summarize the main steps of the planned (and ongoing) evaluation.

1. Data collection and annotation. We built the tool based on our previous work on mobile app
repository mining for collecting multiple reviews using the mentioned datasets in Subsection 3.1.
For the remaining tasks, more precisely in emotion classification, we are currently developing a
dataset of tagged emotions through iterative annotation processes of subsets of reviews following
structured guidelines. For future work, we plan to expand our datasets by including review topics



and types, using an iterative process that measures annotation agreement and applies strong
evaluation criteria.

2. Experimentation. We plan to conduct an empirical evaluation of all tasks described in Layer 2 of
Subsection 3.1. This will involve multiple cross-validation analyses on the full dataset annotated
with features, emotions, types, topics, polarities, and clustered features. Our evaluation will
include a quantitative ground-truth evaluation to assess and compare the effectiveness of each
technique. Additionally, we will evaluate the tool’s overall software product quality with a focus
on two key aspects defined by ISO/IEC 25010 [27]: (1) performance efficiency, which will
involve measuring the tool’s response time and scalability under varying workloads, particularly
for data upload and all descriptor extraction tasks, and (2) usability, which will be assessed
through user studies evaluating the ease of interaction, explainability of results, and overall user
satisfaction. Potential stakeholders will participate in these studies to provide feedback on the
tool’s usability.

5.2. Threats to validity

Based on the taxonomy proposed by Wohlin et al. [28], we identify key threats to the successful
implementation and evaluation of RE-Miner 2.0 and the evaluation plan described in Section 5.1. We
focus on internal and external validity, given their relevance to this study. Concerning internal validity,
potential biases in data collection and model selection may affect our findings. The datasets used in RE-
Miner 2.0 (Layer 4) originate from prior studies and public sources, which may introduce inconsistencies
in annotation quality and domain specificity. Additionally, our evaluation relies on predefined tasks and
configurations, which may not account for all real-world variations. To mitigate these risks, we plan to
employ cross-validation and benchmark against multiple state-of-the-art approaches. Additionally, we
facilitate the integration of new methods and algorithms for further evaluation.

Concerning external validity, generalization remains a key challenge, particularly regarding the
usability, learnability, and functional suitability of RE-Miner 2.0. The tool’s performance is highly
dependent on the descriptors and services (Layer 2), models and algorithms (Layer 3), and datasets
(Layer 4) selected. However, these choices are based on a comprehensive analysis of app review mining
literature, ensuring broad coverage of effective methods. Furthermore, RE-Miner 2.0 is designed as a
flexible framework rather than a gold-standard selection of services. Its modular architecture allows for
easy customization, enabling users to adapt datasets, models, and descriptors to different contexts.

6. Conclusions and Future Work

RE-Miner 2.0 addresses the limitations of existing review mining tools by providing a flexible and
holistic solution for comprehensive app review analysis. It also extends the features and usability
of the first version. The tool introduces three main contributions: (1) a holistic framework for
multidimensional analysis, integrating feature extraction and clustering, emotion classification, polarity
detection, topic identification, and review-type classification to enhance understanding of user feedback
and app requirements; (2) improved reproducibility and extensibility through a scalable, layered
architecture (RE-Miner Ecosystem) that supports both pre-built and custom models, allowing continuous
updates according with advances in NLP research; and (3) a data-driven visualization, search, and
feature clustering tool (RE-Miner 2.0) for analyzing review data at both granular and aggregate
levels, helping stakeholders and researchers in trend detection, requirement prioritization, and release
planning. As future work, we plan to (1) implement advanced clustering for analyzing mobile apps
and market segments and (2) expand the tool to support broader software ecosystems, including issue
trackers and marketplaces.
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